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a b s t r a c t

The representation based classification has achieved promising performance in high-dimensional pattern
classification problems. As we know, in real-world applications the samples are usually corrupted by noise.
However, representation based classification can take only noise in the test sample into account and is not
able to deal with noise in the training sample, which causes side-effect on the classification result. In order
to make the representation based classification more suitable for real-world applications such as face
recognition, we propose a new representation based classification method in this paper. This method
can effectively and simultaneously reduce noise in the test and training samples. Moreover, the proposed
method can reduce noise in both the original and virtual training samples and then exploits them to
determine the label of the test sample. The virtual training sample is generated from the original face image
and shows possible variation of the face in scale, facial pose and expression. The experimental results show
that the proposed method performs very well in face recognition.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

As we know, noise extensively exists in the data [1]. In order to
better model, predict and classify the data, we should well deal
with noise. For pattern classification problems, it is significant to
devise a way to resist noise and to improve the robustness of the
classifier [2–4].

As shown in literature [5], noise has great influence on the
face recognition accuracy. Moreover, the image of a face usually
varies with the illumination, pose and facial expression [6–11]. This
is indeed a great challenging problem in face recognition.
We can treat the difference between the images of the same
face as generalized noise. For pattern classification problems, if
we can identify and reduce noise, a better result can be obtained.
A number of methods have been proposed for noise-free face
recognition. For example, it is conceived that not-necessarily
orthogonal basis which may reconstruct the data is better than
principal component analysis (PCA) in the presence of noise
and independent component analysis (ICA) is proposed for face
recognition in the presence of noise [12]. A unified framework of
subspace is proposed for robust face recognition [13]. The enhanced

fisher linear discriminant (EFLD) model is also proposed for over-
coming noise in face images [14]. In recent years, the low-rank
decomposition is also applied to eliminate noise [15–17].

The recently proposed representation based classification has
performed very well in high-dimensional pattern classification
problems. Especially, the representation based classification pro-
posed by Wright et al. [18,19], i.e. sparse representation classifica-
tion (SRC) is viewed as a breakthrough of face recognition. Besides
SRC, there have also been a number of other representation based
classification methods. For example, representation based classifi-
cation with the l2 norm minimization constraint on the solut-
ion vector is not only able to obtain a high accuracy but also
computationally very efficient. For example, collaborative repre-
sentation [20], the two-phase test sample representation (TPTSR)
method [21], the feature space representation method [22–24]
have achieved satisfactory results in face recognition. The recently
proposed linear regression classification (LRC) is also a representa-
tion based classification with the l2 norm minimization constraint
[25,26]. LRC is closely related with the previously proposed
nearest intra-class space (NICS) method [27]. The pattern recogni-
tion community has paid much attention to the theoretical
foundation of representation based classification and to design
new representation based classification algorithms [28–30].

Rationales of representation based classification have been demon-
strated from different aspects. Wright et al. considers that the
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“sparsity” of the representation is very helpful for achieving the high
classification accuracy [18,19]. However, Zhang et al. claimed that for
representation based classification it is not the “sparsity” but the way
to represent and classify the test sample, i.e. collaborative representa-
tion that contributes the most to the face recognition performance
[20]. Moreover, Yang et al. considered that for SRC “locality” is more
significant than “sparsity” because in representation based classifica-
tion “locality” always leads to “sparsity” but not vice visa [28].
Our studies on representation based classification with the l2 norm
minimization constraint show that the “sparsity” can be achieved by
using a simple scheme which is very helpful for identifying the class
that the test sample is truly from [21,31,32]. The idea of representation
based classification has been applied to improve various methods
such as tensor discriminant analysis and eigen-subspace methods
[30,33–35]. A number of studies on manifold learning also made
notable contributions in designing methods that preserve localities of
samples. For example, Laplacian faces [36], semisupervised multiview
distance metric learning [37], elastic manifold embedding [38] and
adaptive hypergraph learning [39] all address the problem of preser-
ving locality structures of samples from different viewpoints. These
methods can be applied to various issues such as object correspon-
dence construction in animation [40] and Cartoon character retrieval
[41]. Sparse representation was also integrated with other methods
such as the wavelet decomposition for face recognition [42].

It seems that it is crucial to properly model noise in data [43].
Though noise exists in both the training and test samples, the
algorithm of conventional representation based classification is
established on the basis of the conventional least squares algo-
rithm and it cannot take noise in the training samples into
account. This will cause side-effect to the classification accuracy.
For face recognition, besides noise from the acquisition stage, the
variation of the facial pose and expression [44,45] of the same face
can also be viewed as generalized noise.

In this paper, we use the following scheme to improve the
representation based classification: we first perform matrix decom-
position for the matrix consisting of all the training samples and
obtain the approximations of all the training samples, referred to as
approximation training samples (ATRS). Then we exploit the ATRS to
obtain an approximation of the test sample, referred to as approxima-
tion test sample (ATES). Finally, conventional representation based
classification (CRBC) is applied to ATES and ATRS and the classification
result of the test sample is obtained. Moreover, motivated by the
fact the face usually has an axis-symmetrical structure, the proposed
method also exploits the original face images to generate virtual
symmetrical face images, which are helpful for showing possible
variation of the face in scale and pose. Simply speaking, an original
face image will generate two virtual symmetrical face images. The left
half of the first virtual symmetrical face image is the same as the left
half of the original face image and the right half of the first virtual
symmetrical face image is just the mirror image of its left half. The
right half of the second virtual symmetrical face image is the same as
the right half of the original face image and the left half of the second
virtual symmetrical face image is just the mirror image of its right half.
The proposed method uses both the original and virtual training
samples to represent and classify the test sample and outperforms the
state-of-art face recognition methods. The main contributions of this
work are as follows: (1) it proposes a simple and reasonable way to
simultaneously reduce noise in the training and test samples. (2) The
designed algorithm can lead to very accurate recognition of faces by
properly integrating the original and virtual training samples.

2. The proposed method

In this section we describe the proposed method in detail.
Suppose that there are C classes and each class has n training

samples. Let x1; x2;…; xNðn¼ nCÞ be all the training samples
from the first, second,…, and C-th classes, respectively. In other
words, x1; x2;…; xn are the n training samples from the first class.
xnði�1Þþ1; xnði�1Þþ2;…; xni are the n training samples from the i-th
class. Let y be the test sample. x1; x2;…; xN and y are all M
dimensional column vector. The following context describes the
main steps of the algorithm of approximation representation
(AAR).

Step 1. Let x1; x2;…; xN be all available training samples.
Let X ¼ ½x1x2…xN � and perform singular value decomposition
(SVD) to obtain X ¼ UΛVT , U ¼ ½u1…ud�, V ¼ ½v1…vd�, Λ is a
diagonal matrix and diagðΛÞ ¼ ½λ1…λd�, λ1Zλ2…Zλd. Take X̂ ¼
∑i ¼ 1;…;KλiuiviT ðKrdÞ as the reconstruction of X. The j-th
column of X̂ i.e. x̂j is the j-th approximation training sample
(ATRS) and is also referred to as reconstruction of the j-th
training sample xj.

Step 2. Establish equation y¼ X̂A and solve it using Â¼
ðX̂T

X̂þμIÞ�1y. μ is a small positive constant and I is the

identity matrix. Treat ŷ¼ X̂Â as the approximation test sample
(ATES).
Step 3. Use the ATES and ATRS to establish equation ŷ¼ X̂B and
solve it using ~B ¼ ðX̂T

X̂þμIÞ�1ŷ.
Step 4. Let ~B ¼ ½ ~b1… ~bN � and X̂ ¼ ½x̂1…x̂N �. Define Sj ¼ jjŷ�
∑k ¼ 1;…;n

~bnðj�1Þþkx̂nðj�1Þþkjj2 as the distance between the test
sample and the j-th class.

The proposed method is implemented for test sample y as
follows:

(1) Implement the algorithm of approximation representation
(AAR) for the original training samples. The score of the test
sample with respect to the j-th class is denoted by S1j .

(2) Generate virtual training samples and perform AAR for them.
The score of the test sample with respect to the j-th class is
denoted by S2j .

Virtual training samples are generated using the procedure
below, which was first proposed in [31]. Let xi0Aℜp�q be the i-th
training sample in the form of image matrix. Let y1i and y2i
respectively stand for the first and second virtual training samples
generated from xi0. The left half columns of y1i is set to the same as
that of xi0 and the right half columns of y1i is the mirror image of
the left half columns of y1i . However, the right half columns of y2i is
set to the same as that of xi0 and the left half columns of y2i is the
mirror image of the right half columns of y2i . y

1
i and y2i are also

referred to as the first and second ‘symmetrical face’ training
samples. The mirror image S of an arbitrary image R is defined as
Sði; jÞ ¼ Rði;H� jþ1Þ, i¼ 1;…;G; j¼ 1;…;H. G and H stand for the
numbers of the rows and columns of R, respectively. Sði; jÞ denotes
the pixel located at the ith row and jth column of S. For more
details, please refer to [31].

AAR is performed for the set consisting of all the first and
second virtual training samples. The score of the test sample with
respect to the j-th class is denoted by S2j .

(3) The scores generated from the original and virtual training
samples are integrated using dj ¼ uS1j þvS2j , where u; v are the
weights and uþv¼ 1. If q¼ arg

j
min dj, then test sample y is

assigned to the q-th class.

We summarize the algorithms below. First, the algorithm
framework of the proposed method is presented by the algorithm
table named “Algorithm 1”.
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