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a b s t r a c t

Automatic modality classification of medical images is an important tool for medical image retrieval. In
this paper, we combine visual and textual information for modality classification. The visual features
used are SIFT feature, LBP feature, Gabor texture feature and Tamura texture feature. And the textual
feature is a tf–idf feature vector drawn from image description text. We combine these features by
ℓp�norm multiple kernel learning (ℓp�norm MKL), and use One-vs-All approach for this multi-class
problem. ℓp�norm MKL is explored with different norm value (pZ1). These MKL based methods are
compared with several other feature combination methods and evaluated on the dataset of modality
classification task in ImageCLEFmed 2010. The experimental results indicate that multiple kernel
learning is a promising approach to combine visual and textual features for modality classification,
and outperforms other simple kernel combination methods and the traditional early fusion method.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

In the last decades, medical imaging has played a more and
more important role in diagnosis and medical education, and the
amount of medical images has grown increasingly rapidly. The
huge amount of data is stored in PACSs (Picture Archive and
Communication Systems), patient health records, or on the web as
the content of online documents, and has led to an increasing
demand for effective and efficient medical image retrieval tech-
nology. From 2004, ImageCLEF, a well-known multi-modal image
retrieval campaign, has begun to provide a medical retrieval task
(ImageCLEFmed) to evaluate medical image retrieval techniques.

Text-based medical image retrieval methods are well-studied
and widely used, but it has many limitations. Firstly, manually
annotating image is tedious, subjective and error prone. Sec-
ondly, annotations which are automatically extracted from the
surrounding text are always noisy. Furthermore, there is always
far more information in an image than can be described with
words. Advances in computer vision have led to content-based
image retrieval (CBIR) [1], which retrieves images by their visual
features. CBIR research has made some success in very con-
strained medical domains, such as pathology, head MRIs, lung
CTs, and mammograms [2]. However, current CBIR systems have

poor performances when applied to a diverse collection of
medical images [3,4].

It has been cognised that some attributes of medical images can
be used as filters to improve medical image retrieval. Such
attributes include imaging modality, anatomical region, view angle
and pathological finding. Some of these attributes may have been
associated with images in the form of DICOM headers, but DICOM
headers have proven to contain errors [5]. In addition, this kind of
information is often lost when images are published online, since
most online images use compressed image file like JPEG. Fortu-
nately, some of these attributes can be inferred based on visual
appearance. In 2005, an automatic medical image annotation
subtask was added to ImageCLEFmed, but it only focused on X-
ray images.

Among the aforementioned attributes, imaging modality is the
most fundamental one upon which other attributes, like anatomi-
cal region and pathology, are highly dependent. Previous studies
have also indicated that imaging modality is an important attri-
bute by which clinicians would like to limit the search results [6,7].
Popular radiology image search engines such as ARRS GoldMiner
and Yottalook have allowed search results to be filtered by imaging
modality. However, the modality information, which are usually
extracted from the text associated with images, are sometimes
incorrect or absent. On the other hand, imaging modality is most
easily identified using visual features among the aforementioned
attributes. Therefore, it is promising to combine visual and textual
information to identify image modality.
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Automatic modality classification was first studied in [8], where
the authors proposed the so-called required and frequently
occurring visual features for each modality and used them with
an image categorization metric for classification. Florea et al. [9]
compared the efficiency of two different systems, MedIC, a
medical image categorization system, and MedGIFT, a content-
based medical image retrieval system, on classifying an image
database of six standard modalities in radiology and nuclear
medicine. Authors in [10] used color/intensity histograms and
gray level correlation matrices based texture features to train
neural network classifiers for modality classification of color and
gray-scale medical images. In [11], the authors used textons and
patch-based descriptors as visual features and a Naive Bayes
Nearest Neighbor classifier for modality classification.

From 2010, ImageCLEFmed [12] has organized a modality
classification sub-task to foster the research of medical image
modality classification. The participants used visual and/or textual
features for modality classification. Various color, texture, edge,
and shape features as well as local features were explored, and the
classifiers ranged from kNN to Ada-Boost, MLP and SVM. These
different features were combined with early fusion or late fusion
methods such as product, sum, maximum and averaging rules.
Since then, many research works have combined visual and
textual features for modality classification, and used the Image-
CLEFmed test collection for evaluation. In Han and Chen's work
[13], images were represented by SIFT feature and some global
features, such as histograms of edge, gray/color intensity and their
block-based variations, and image caption was represented by a
binary histogram of some predefined vocabulary words. Different
features were combined by averaging normalized kernels for SVM
classification. Csurka et al. [14] used orientation Histograms (ORH)
and local color means and standard deviations as visual features,
and compared BOV (bag of visual words) and FV (Fisher Vector)
image representations. Both visual and textual features were
classified by Logistic regression classifiers, and all features were
combined by averaging their classification scores. Lu et al. [15]
proposed very light image features, such as image entropy and
image energy, and combined visual and textual features with early
fusion in SVM. Sun et al. [16] explored a large variety of image
descriptors to learn ensemble SVM classifiers for individual
modality and fused them based on confidence indicator measure-
ments. For the likely misclassified samples, image-based classifiers
and text-based classifier were combined based on a matrix of
closeness and a set of additional fusion rules. In [17], a simple
voting and a weighted voting ensemble classifiers were tested to
combine the 17 classification results of the participants of Image-
CLEF 2010, and both yielded superior results. Recently, multiple
kernel learning which learns an optimized convex combination of
kernels provides a new approach for feature combination. In this
paper, we use ℓp�norm MKL (pZ1) to combine visual and textual
features for modality classification.

The rest of the paper is organized as follows: Section 2 describes
the related works like kernel methods, SVM and a brief introduction
to feature combination methods. Section 3 gives the details on
multiple kernel learning and its application to modality classification.
Section 4 introduces the data collection and the features used in this
study. Section 5 reports the experiment setup, the results obtained
and the analysis on them. Conclusions are drawn in the last section.

2. Kernel method and feature combination

2.1. Kernel method

Although linear algorithms are efficient and have been well
studied and developed, real world data analysis problems are

often nonlinear. To deal with nonlinear problem, kernel methods
are introduced to embed data from the input space Rd into a
higher (possibly infinite) dimensional Hilbert space H, or feature
space, and the mapping function is denoted as Φ : Rd-H. The
linear algorithms will benefit from this mapping because the
transformed samples are more likely to be linearly separable in
the higher dimensional feature space. But the computational load
would dramatically increase because of the higher dimensional
samples. Fortunately, such a computation can be avoided by using
the kernel trick. The kernel trick [18] is to develop learning
algorithms where ΦðxÞ is only used in the form of dot products,
and choose the mapping such that these high-dimensional dot
products 〈ΦðxÞ;Φðx0Þ〉 can be computed within the original input
space by a kernel function kðx;x0Þ. In this way, we do not need to
know the mapping ΦðxÞ but only the kernel function. Conse-
quently, the important thing is to find kernel functions that
correspond to an inner product in some feature space. Mercer's
theorem [19] states that valid kernel functions must be symmetric,
continuous, and positive semi-definite. For example, RBF, poly-
nomial and sigmoid kernels are widely used kernels. This kind of
kernels is called Mercer's kernel which also has some good
properties related to our study. Assuming that k1 and k2 are two
Mercer's kernels on Rd � Rd, and constant μ40, the following
new kernels are also valid:

kðxi; xjÞ ¼ μk1ðxi; xjÞ ð1Þ

kðxi; xjÞ ¼ k1ðxi; xjÞþk2ðxi; xjÞ ð2Þ

kðxi; xjÞ ¼ k1ðxi; xjÞk2ðxi; xjÞ ð3Þ
Based on these properties, new kernels can be designed by
summing up (weighted) or multiplying valid kernels.

2.2. Support vector machine

Support vector machine (SVM) [20] is a powerful machine
learning method and has been successfully used in many applica-
tions. It achieves good generalization by performing structural risk
minimization. Given N training samples fðxi; yiÞgNi ¼ 1 , where xi is a
d-dimension input vector and label yiDfþ1; �1g. Support vector
machine performs classification by finding the hyperplane that
maximizes the margin between the two classes. The use of kernel
allows the algorithm to find the optimal hyperplane in the feature
space induced by the mapping function Φ : Rd-H. The resulting
linear discriminant function in the feature space is

f ðxÞ ¼wTΦðxÞþb ð4Þ
The classifier can be trained by solving the following quadratic
optimization problem:

min
w;b;ξ

1
2
JwJ2þC ∑

N

i ¼ 1
ξi

s:t: 8 i; yiðwTΦðxiÞþbÞZ1�ξi; ξiZ0; 0r irN ð5Þ
where w is the normal vector to the hyperplane, ξi is the slack
variable which measures the degree of misclassification of xi, the
cost parameter C40 controls the trade-off between model sim-
plicity and classification error, and b is the bias term. The
parameters (w; b) are determined by solving an equivalent dual
optimization:

max
α

∑
N

i ¼ 1
αi�

1
2

∑
N

i;j ¼ 1
αiαjyiyj〈ΦðxiÞ;ΦðxjÞ〉

s:t: 8 i; 0rαirC; ∑
i
αiyi ¼ 0 ð6Þ

The dual optimization depends only on inner products of inputs
which can be alternatively computed by means of kernel function
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