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a b s t r a c t

The particle swarm optimizer (PSO) is a swarm intelligence based on heuristic optimization technique that
can be applied to a wide range of problems. After analyzing the dynamics of traditional PSO, this paper
presents a new PSO variant on the basis of local stochastic search strategy (LSSPSO) for performance
improvement. This is encouraged by a social phenomenon that everyone wants to first exceed the nearest
superior and then all superior. Specifically, LSSPSO employs a local stochastic search to adjust inertia weight
in terms of keeping a balance between the diversity and the convergence speed, aiming to improve the
performance of traditional PSO. Experiments conducted on unimodal and multimodal test functions
demonstrate the effectiveness of LSSPSO in solving multiple benchmark problems as compared to several
other PSO variants.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

Particle swarm optimization (PSO) is a population based,
intelligent, guided, and stochastic search technique that was
developed by Eberhart and Kennedy [1,2] based upon the concept
of swarming. The PSO uses a simple mechanism that imitates their
swarm behaviors to guide the particles to search for globally
optimal solutions. Similar to other evolutionary computation
technique [3–6], it is also a population-based iterative algorithm.
Because of its simplicity of implementation and capability to
quickly converge to a reasonably good solution [3,4], the PSO has
been successfully applied in solving many real-world optimization
problems [5–7].

However, the PSO has difficulties in keeping the balance
between exploration and exploitation when the application envir-
onment is dynamic [8–10]. In other words, the PSO cannot adapt
to the changing environment and converge to an optimum in an

early period of iteration [11,12]. Another main drawback of the
PSO is that it may get stuck at a local-optimal solution region [13].

Therefore how to accelerate the convergence speed and how to
avoid the local optimal solution are two important issues in the
PSO research. In general, research on PSO algorithm development
can be classified in three categories [3]:

(1) Parameter selection for the particle swarm: when implement-
ing the particle swarm algorithm, parameter selections must
be taken into account to facilitate the convergence and prevent
an “explosion” of the swarm. These parameter selections
include limiting the maximum velocity, selecting acceleration
constants, the constriction factor, or the inertia constant.
Inertia weight is the most important parameter of PSO, a
linearly varying inertia weight [14], the time-varying accelera-
tion coefficients [15], a fuzzy adaptive inertia weight [16] and a
random inertia weight [17] are used to improve the search
performance of PSO. The restriction factor is another para-
meter of PSO. Eberhart and Shi [18,19] pointed out that the
factor for analyzing the convergence behavior is equivalent to
the inertia weight. By evaluating the population distribution
and particle fitness, Zhan et al. proposed the so-called adaptive
PSO (APSO) [3] which utilizes an evolutionary state estimation
(ESE) technique to ascertain one out of four defined evolu-
tionary states (i.e., exploration, exploitation, convergence and
jumping out) in each iteration.
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(2) Hybrid versions of the particle swarm: the second category of
PSO research is to investigate different learning strategies on
exemplar (pBest and gBest) selection for the particle to quickly
converge to near-optimum (if not optimum) solutions. A
natural evolution of the population based search algorithms
like that of PSO can be achieved by incorporating the methods
that have already been examined successfully for solving
complex problems. Some recent research indicates that the
performance of PSO (e.g., convergence rate, solution quality)
could be much improved via a model fusion concept, that is,
integrating PSO with other search techniques, such as evolu-
tionary operators: selection, crossover, and mutation [20,21];
or evolutionary algorithms: genetic algorithm (GA), simulated
annealing (SA), memetic algorithm (MA), and cellular auto-
mata (CA) [22–24]. The main goal, as we see is to harness the
strong points of the algorithms in order to keep a balance
between the exploration and exploitation factors thereby
preventing the stagnation of population and preventing pre-
mature convergence.

(3) Topology of the particle swarm: in order to improve the
performance of PSO, different types of topologies have been
advanced. In [25,26], Kennedy analyzed the effects of neigh-
borhood topology on PSO, and suggested four different neigh-
borhood topologies (circle topology, wheel topology, star
topology, and random topology [28]). The experiment results
show that PSO with a small neighborhood may perform better
on complex problems, while PSO with a large neighborhood
may perform better on simple problems. In [27], Suganthan
introduced a neighborhood operator which gradually
increases the neighborhood size of a particle until it covers
all particles in a swarm. In [28], Hu and Eberhart updated the
neighborhood of each particle by dynamically selecting m
particles that are the nearest to the current particle. In [29],
Mendes and Kennedy proposed a fully informed PSO algo-
rithm (FIPS), in which the neighbors of each particle, instead of
pbest and gbest, are used to update the velocity. Based on the
FIPS, in [30], Mohais et al. proposed random and dynamic
neighborhoods by re-structuring neighborhoods in terms of a
diversity-preserving measure. In [31], Peram et al. presented a
modified PSO called fitness-distance-ration-based PSO (FDR-
PSO), which uses a new velocity updating method. In [32],
Yano et al. proposed a hybrid PSO algorithm with a neighbor-
hood search. When the current position of a particle is better
than its previous best position, the algorithmwill search 2D�1
points in the neighborhood of the current point (D is the
dimension size). However, the algorithm converges very
slowly because the neighborhood search is time consuming.

In terms of this, we propose a new PSO variant algorithm using
local stochastic search strategy (LSSPSO), inspired by a social
phenomenon that each individual first wants to stand out among
its neighbors and then stand out among the whole community.
With the proposed approach, each particle has its own inertia
weight and acceleration coefficients. Even if in the same iteration,
those parameters may tend to differ for various particles. Also they
are time-varying over the iterations. The proposed LSSPSO algo-
rithm regulates inertia weight in such a way that it does not
reduce the diversity rapidly and at the same time prevents early
convergence to local optima. More specifically, LSSPSO introduces
a new guidance to the particle trajectory model to increase the
diversity of the particle swarm without decreasing the conver-
gence speed. In addition, the purpose of the proposed parameter
automation strategies is to speed up the convergence speed and
avoid the local optimal solution, in order to enable the LSSPSO to
perform a global search over the search space with faster

convergence speed. Experimental results demonstrate the effec-
tiveness of LSSPSO in solving multiple benchmark problems.

The remainder of this paper is organized as follows: Section 2
briefly presents some background material of particle swarm
optimization and describes some variants of PSO. The proposed
local stochastic search particle swarm optimization is described in
Section 3. Section 4 presents the experimental results and show
the effectiveness and efficiency of the proposed LSSPSO algorithm
through comparing to several other well-known PSO variants.
Finally, Section 5 contains some conclusions of this study.

2. Overview of the related works

2.1. Classical PSO

In PSO, each solution vector is known as a particle and several
such particles collectively form a swarm. Each member in the
swarm adapts its search patterns by learning from its own
experience as well as other particles. The particle has a tendency
to move towards a better search area with a definite velocity
determined by the information collected by the particle over the
course of the search process.

While searching in a D-dimensional hyperspace, each particle
i has a position vector Xi ¼ ½x1i ; x2i ;⋯; xDi � and a velocity vector Vi ¼
½v1i ; v2i ;⋯; vDi � to indicate its current state where i is a positive integer
indexing the particle in the swarm and D is the dimension of the
problem under study. Moreover, particle i will keep its personal
historical best position vector pbesti ¼ ½pbest1i ; pbest2i ;⋯; pbestDi �. The
best position of all the particles in the current step is gbest ¼
½gbest1; gbest2;⋯; gbestD�. The vectors xi and vi are initialized ran-
domly and are updated by using the following formulae:

vdi ¼ vdi þc1rand1ðpbestdi �xdi Þþc2rand2ðgbestd�xdi Þ ð1Þ

xdi ¼ xdi þvdi ð2Þ
where d denotes the dimension in the solution space, corresponding
to which the velocity is updated. Coefficients c1 and c2 are the
acceleration parameters reflecting the weighting of stochastic accel-
eration terms that pull each particle towards pbest and gbest
positions, respectively. These are usually set to 2. Sometimes they
may be adaptively controlled according to the evolutionary states.
rand1 and rand2 represent separately two randomly generated
numbers in the range [0, 1]. A particle's velocity is clamped to a
maximum magnitude vmax. That it is to say, if vdi

�� �� exceeds a positive
constant value specified by the user, then the velocity of that
dimension is set to signðvdi Þvdmax, where sign(x) is the triple-valued
signum function [33].

It is noteworthy that Eq. (1) presents the primitive form of
velocity updating formula. How to control or adjust the flying
velocity, an inertia weight or a constriction factor was introduced
by Shi and Eberhart [34], and Clerc and Kennedy [4], respectively.
Using the inertia factor ω, the new velocity updating formula
becomes

vdi ¼ωvdi þc1rand1ðpbestdi �xdi Þþc2rand2ðgbestd�xdi Þ ð3Þ
Using the constriction factor χ, the new velocity updating formula
becomes,

vdi ¼ χ½vdi þc1rand1ðpbestdi �xdi Þþc2rand2ðgbestd�xdi Þ� ð4Þ
where χ ¼ 2

2�ϕ�
ffiffiffiffiffiffiffiffiffiffiffiffi
ϕ2 �4ϕ

p�� �� and ϕ¼ c1þc2.

2.2. Some variants of PSO

In population-based optimization methods, considerably high
diversity is necessary during the early part of the search to allow
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