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a b s t r a c t

In the previous research, a Multi-Agent System based on Online Sequential Extreme Learning Machine

(OSELM) neural network and Bayesian Formalism (MAS-OSELM-BF) has been introduced for solving

pattern classification problems. However this model is incapable of handling regression tasks. In this

article, a new OSELM-based multi-agent system with weighted average strategy (MAS-OSELM-WA) is

introduced for solving data regression tasks. A MAS-OSELM-WA consists of several individual OSELM

(individual agent) and the final decision (parent agent). The outputs of the individual agents are sent to

the parent agent for a final decision whereby the coefficients of parent agent are computed by a

gradient descent method. The effectiveness of the MAS-OSELM-WA is evaluated by an electrical load

forecasting problem in Malaysia for a month with consequent national holidays (i.e., during the month

of Hari Raya—Malay New Year of Malaysia). The results demonstrated that the MAS-OSELM-WA is able

to produce good performance as compared with the other approaches.

& 2011 Elsevier B.V. All rights reserved.

1. Introduction

Short-term power Load Forecasting is very important from the
power systems grid operation point of view. It involves forecast-
ing load demand in a short-term time frame. It may be half hourly
prediction up to weekly prediction. Accurate forecasting is
important to the utility company for ensuring reliability and
stability of the grid to meet the load demand, hence better
savings while maintaining the security of the grid. From the
survey as reported by Hobbs et al. [1], the largest beneficiary of
electrical load forecast by neural network accrued USD7600,000
per year with lowering of MAPE (mean absolute percentage error)
by 1.5%.

Solving the electrical power load forecasting problems using
neural networks has been one of the major researches in data
regression and neural networks. Unlike other types of data
regression, load forecasting uses historical outputs of a problem
as the training inputs to the neural network. A load forecasting
problem with one output and M inputs can be modeled as
xk ¼ f ðxk�1,xk�2,:::,xk�Mþ1,xk�MÞ where function f(.) is the model
and xk is the output at time-k. Generally, solving a load

forecasting problem using neural network would have the same
solution approach as the other types of regression problem with
the exception that the inputs and output for the neural network
would consist of historical data.

There have been several efforts in implementing Neural Net-
work in the load forecasting algorithm, e.g. Support Vector
Machine (SVM) [2] and other neural network model [3]. The
result of these efforts opened up several avenues in improving the
load forecasting results. However, load forecasting problem is
solved by historical data only without taking into account
external factors such as weather and significant events (e.g.,
public holidays). The disadvantage of this method is that an error
in the forecasted values will occur if there are future events
available in the historical data. In order to improve the accuracy
of the time series model, a solution will be to incorporate external
information, e.g. the type of the day (Monday, Tuesday, etc.), that
forces the load profiles to represent a complete cycle in a week, as
well as information of a public holiday that falls on a weekday to
indicate a lower power demand although it is supposed to be a
working day.

As load forecasting can be considered as a time series predic-
tion that is used to be considered as a nonstationary process. The
current state of knowledge for the nonstationary processes is
considerably poorer than that of the stationary processes [4]. In
many applications, nonstationary signals are treated in the form
of stationary owing to the ease of analysis [4]. Nonstationary
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processes are undoubtedly more difficult to analyze and their
diversity makes application of universal tools impossible. Here,
solving the electrical load forecasting problem by neural networks
is considered as a regression task of nonstationary time-series
processes [5].

On the other hand, the Multilayer Perceptron (MLP) [6,7] and
Radial Basis Function (RBF) neural network [6,8] are the most
popular learning strategy of neural networks. However, learning
of a standard MLP and RBF networks is required with an adjust-
ment in the weight in every iteration after all training samples are
presented to the network. Hence, learning of MLP and RBF usually
is time consuming because the learning process may involve
many iterations through the training samples.

Recently, a neural network known as the Online Sequential
Extreme Learning Machine (OSELM) is proposed [9]. It is a multilayer
neural network capable of incremental learning network without
having to add more hidden neurons. This is suitable to be used for
handling nonstationary problems that information may be changed
by time. On top of that, OSELM does not require adding more hidden
neuron along the learning of solving nonstationary problems.

Several improved version of OSELM have been proposed, e.g.,
the enhanced-random-search OSLM [10] that is able to improve
the performance of OSELM by pre-selection of hidden neurons,
hybridization of fuzzy logic with OSELM [11], the error minimized
OSELM that can grown hidden neurons one by one or group by
group [12], ensemble OSELM [13] that combined outputs of all
the multiple OSELMs by the average value and a OSELM-based
multi-agent systems with Bayesian Formalism (MAS-OSELM-BF)
for solving classification task [14].

In the most recent publication, Huang et al. [15] have high-
lighted the relationship and the advantages of ELM as compared
with the least square support vector machine (LS-SVM) and
proximal support vector machine (PSVM) for handling both
regression and multi-class classification tasks. In addition, a detail
survey of ELM-based neural network and applications can be
found in [16]. Note that it is important to point out that the ELM-
based neural networks are capable of universal approximation
with random hidden nodes. This has been discussed and justified
in [17,18,19].

Similar to MAS-OSELM-BF [14] for classification problems, the
objective of this article is to present a new design of OSELM-based
multi-agent systems but for regression task. In general, this can
be done by replacing the Bayesian Formalism with a weighted
average (WA) strategy and form a MAS-OSELM-WA. The effec-
tiveness of the proposed MAS-OSELM-WA is tested with a non-
stationary load forecasting problem, i.e., forecasting over a long
consecutive national holidays.

This article is organized as follows. Section II describes the
learning algorithms of OSELM and MAS-OSELM-WA. Section III
presents the use of the proposed method for solving load fore-
casting of a long consecutive national holidays in Malaysia, i.e., the
Hari Raya (Malay New Year of Malaysia). A summary of this paper,
with suggestions for further work, is presented in Section IV.

2. The algorithms of OSELM and MAS-OSELM-WA

This section presents the review of OSELM and the algorithm
of MAS-OSELM-WA.

2.1. OSELM

As shown in Fig. 1, OSELM is considered a feedforward or an
RBF (depends to type of activation function, as following) with
advanced learning algorithm. Consider a set of N training samples
(with a input vector and a target output vector), ðxj,tjÞARn

� Rm,

are used for training an OSELM with L number of hidden nodes. In
a perfect case, the output of this OSELM to xj should be

f ðxjÞ ¼
XL

i ¼ 1
biGðai,bi,xjÞ ¼ tj for j¼ 1,. . .,N ð1Þ

where ai and bi are the input weights and bias (learning
parameters) of the hidden nodes, bi is the output weight and
Gðai,bi,xjÞ is the output of the ith hidden neuron to the input
vector xj. Eqs. (2) and (3) show the definition of the Gðai,bi,xjÞ for
additive hidden neuron and RBF neuron, respectively:

Gðai,bi,xjÞ ¼
1

1þexpf�ðaixjþbiÞg
, biAR ð2Þ

Gðai,bi,xjÞ ¼ expf�bi:xj�ai:
2
g, biARþ ð3Þ

There are two phases in the training of OSELM, i.e., the
initialization phase and sequential learning phase. In the initi-
alization phase, a small chunk of training data (denoted as N0) is
used to train the OSELM with L (where N0Z L) number of hidden
neurons. The procedures of the initialization phase are as follows:

– initialization phase

(a) Randomly assign the input weights ai and bi for j¼1, y, L.

(b) Calculate the initial hidden layer output matrix, H0, as
follows:

H0 ¼

Gða1,b1,x1Þ ::: GðaL,bL,xLÞ

: ::: :

Gða1,b1,xN0
Þ ::: GðaL,bL,xN0

Þ

2
64

3
75

N0�L

ð4Þ

(c) Estimate the initial output weights, b0, by the following
equations:

P0 ¼ ðH
T
0H0Þ

�1
ð5aÞ

b0
¼ P0H0T0 ð5bÞ

where T0 ¼ ½t1,:::,tN0
� is the respective targeted output

vectors.
(d) Set k¼N0 then go to sequential learning phase that enables

learning other samples one-by-one, as the following
sequential learning phase.

– sequential learning phase

(e) Present a new training samples, assuming it is the (kþ1)th
sample in the whole training samples.

(f) Compute the new hidden layer output matrix:

Hkþ1 ¼ Gða1,b1,xkÞ ::: GðaL,bL,xkþ1Þ
h i

ð6Þ

(g) Calculate the output weights bkþ1 by the following equa-
tions:

Pkþ1 ¼ Pk�PkHT
kþ1ðIþHkþ1PkHT

kþ1Þ
�1Hkþ1Pk ð7aÞ

{a,b}
β

x y

Fig. 1. Architecture of an OSELM.
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