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ABSTRACT

This paper reports our work in the context of the neuGRID project in the development of intelligent
services for a robust and efficient Neuroimaging analysis environment. neuGRID is an EC-funded project
driven by the needs of the Alzheimer's disease research community that aims to facilitate the collection
and archiving of large amounts of imaging data coupled with a set of services and algorithms. By taking
Alzheimer's disease as an exemplar, the neuGRID project has developed a set of intelligent services and a
Grid infrastructure to enable the European neuroscience community to carry out research required for
the study of degenerative brain diseases. We have investigated the use of machine learning approaches,
especially evolutionary multi-objective meta-heuristics for optimising scientific analysis on distributed
infrastructures. The salient features of the services and the functionality of a planning and execution
architecture based on an evolutionary multi-objective meta-heuristics to achieve analysis efficiency
are presented. We also describe implementation details of the services that will form an intelligent
analysis environment and present results on the optimisation that has been achieved as a result of this

investigation.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

Alzheimer's disease is a progressive, degenerative and irrever-
sible brain disorder that causes intellectual impairment, disorien-
tation and eventual death. It is the most common cause of
dementia, accounting for around two thirds of cases in the elderly.
It is estimated that 2%-5% of people over 65 years of age and up
to 20% of those over 85 years of age suffer from the disease. The
study of Alzheimer's disease (AD), its causes, its symptoms and
especially its early diagnosis is now a major driver in the provision
of healthcare for the elderly. Early diagnosis is beneficial for
several reasons. Having an early diagnosis and starting treatment
in the early stages of the disease can help preserve function
for months to years and can aid caring strategies and support
networks.

Distributed computing infrastructure based workflows are being
utilised in a wide range of scientific research domains [1,2].
Alzheimer's clinical researchers are currently seeking the assistance
of large-scale information technology resources to enable them to
study masses of neuroimaging data being accumulated across the
older patient community so that early onset indicators such as
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cortical thinning can be studied [3,4]. Rapid advances in neuroima-
ging technologies such as PET, SPECT, MR spectroscopy, DTI and
fMRI have offered a new vision into the pathophysiology of AD [5]
and, consequently, new increasingly powerful data analysis meth-
ods have been developed [6]. Since the beginning of the new
century the development of innovative techniques for ROI-based
volumetry, automated voxel based morphometry, cortical thickness
measurement, basal forebrain volumetry, and multi-variate statis-
tics have emerged [7,8]. The availability of large image data
repositories to the neuroimaging community has necessitated the
development of distributed data and processing infrastructures to
access data and online image analysis tools and to assess long-
itudinal brain changes [9-12].

Many efforts have been directed at creating brain image
repositories including the recent US Alzheimer Disease Neuroima-
ging Initiative (ADNI) [13]. Numerous efforts, such as NeuroLOG
[14]and Neurogrid [15], have been conducted which focus on
providing grid infrastructures that support neuroimaging applica-
tion [16]. At present, however, these applications tend to be either
focused on specific pathologies or are directed at supporting a
subset of neuroimaging applications. Moreover, these solutions are
tightly bound to specific platforms, which may limit their wider
adoption across neuroscience. neuGRID is an effort which targets
the limitations of existing neuroimaging based Grid infrastructures
and aims to provide an infrastructure and a set of complementary
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analysis services that are designed to support and enhance
research. neuGRID is an EC-funded effort which will allow the
collection and archiving of large amounts of imaging data paired
with services, Grid-based algorithms and computational resources.
The major benefit will be faster discovery of new disease markers
that will be valuable for earlier diagnosis and development of
innovative drugs.

It needs to be stressed that some of the presently available
algorithms can take many hours per brain to run on a state-of-the-
art workstation [17]. The modus operandi today is that of scientists
physically migrating image data to remote imaging centres where
they can find expertise and computational facilities for analysing
small personal datasets (a few hundreds of images at most).
Typically, a research fellow can spend months at an image analysis
centre where he/she learns the use of the algorithms on personal
image data, then returns to the original research group, where
he/she can install all or part of the procedure and run jobs either
in house or remotely on the image analysis centre servers.
This scenario is becoming unsustainable and it needs to change
radically in the near future. Conventional file sharing mechanisms
e.g. peer-to-peer file sharing, can be used to share image and
clinical data, however such mechanisms still require the research-
ers to feed in the data to computational analysis programmes. The
benefits of such data sharing on a Grid based infrastructure
include the fact that the data remains online, it can be shared
across organisational boundaries through the concept of virtual
organisations in the Grid, better resource utilisation through Grid
scheduling and better access control.

Neuroimaging researchers require infrastructures that can
enable the large-scale computation of standardised pipelines on
large datasets provided by the major data repositories. Domain
researchers also require an infrastructure that enables collabora-
tive studies that may involve multiple geographically dispersed
research centres. However efficiently optimising the neuroimaging
pipelines that are both compute and data intensive on an e-Science
infrastructure poses various challenges. First, these pipelines consist
of a large number of tasks. The CIVET pipeline [ 18], for instance, can
consist of 108 tasks and the workflow turn-around time is around
8 h for a single brain scan. Secondly, these pipelines can generate a
large amount of data. CIVET has been shown to produce ten times
more data than it consumes [19]. This can add up to several
terabytes for larger studies and several months of computations.
Thirdly, neuroimaging pipelines consist of a large number of fine-
grained tasks that have shown to severely affect the turn-around
time of the workflow. However workflow optimisation methods
have not kept pace with the rise of complexity in workflows, hence
researchers have called for new approaches to optimising, managing
and enacting them. Moreover, they need multi-criteria optimisation
methods that can effectively optimise workflows for computation.

To achieve a low turn-around time (compute optimisation),
computations within a workflow must be distributed in order
to benefit from parallelism. On the other hand, to achieve data
efficiency computations must be localised in order to limit expen-
sive network transfers. We used a multi-objective meta-heuristic
to optimise scientific workflows and evaluated through a number
of real world scientific workflows - focusing on the CIVET [18]
workflow in particular.

The domain of multi-objective meta-heuristics has been an
active area of research [20] and various successful applications
have been reported. For instance, several multi-objective evolu-
tionary approaches have been used to optimise distributed com-
puting capabilities such as scheduling [21] and classification [22].
However their use in the optimisation of scientific workflows
has not been explored. Since the compute and data performance
may be dependant on various factors, the search space of all
possible optimised workflow plans may be large. An evolutionary

meta-heuristic, being a stochastic population-based search algo-
rithm, enables the simultaneous exploration of a search space as
members of a population can be randomly distributed across the
search space. Moreover, the genetic operations of mutation and
crossover can enable the fine-grained control of the balance
between exploitation (the ability to leverage characteristics of
known solutions) and exploration (the ability to explore new parts
of the search space). Multi-objective evolutionary algorithms
(MOEASs) regarded as state-of-the-art include the Non-dominated
Sorting Genetic Algorithms II (NSGA-II) [23], Strength Pareto
Evolutionary Algorithm 2 (SPEA2) [24], Indicator based Evolution-
ary Algorithm (IBEA) [25] and HyPE [26].

In this paper we present work on the set of intelligent services
in the neuGRID project that has been specified in consultation
with its user community and developed to facilitate neuroimaging
analysis, such as Alzheimer's studies. The services, using machine
learning approaches, can intelligently plan, execute and ‘glue’ a
spectrum of user applications to a range of available Grid plat-
forms thereby creating a foundation for pervasive cross-platform
services for neuroimaging analysis and promoting interoperability
between diverse projects in this domain. This paper provides the
background for understanding the characteristics of scientific
analyses, highlights the issues that influence their optimisation and
presents an approach for their intelligent planning and execution.

2. A service oriented analysis environment in neuGRID

In order to facilitate analysis and collaboration that can address
the community's requirements, a service oriented analysis envir-
onment has been proposed in neuGRID in which high-level
distributed services such as querying, workflow management,
provenance, and anonymisation services [27] coordinate and
interact to support user analyses. Such services will help the users
in sharing data and knowledge and should enrich medical decision
support systems [28]. The preferred approach is to implement
a service oriented architecture (SOA) [29]. The service layer in
neuGRID was implemented using the SOA paradigm in order to
have a flexible and reusable medical services layer, which can be
customised for various applications. The following paragraphs
illustrate how the services in the neuGRID analysis environment,
will coordinate to facilitate the neuroimaging analysis process,
using SOA principles. In the later sections we emphasise how these
services can intelligently support the analyses and improve the
planning and execution process on distributed infrastructures.

The first action in the neuroimaging analysis cycle, shown in
Fig. 1, is to register images in the neuGRID store that have been
collected from the hospital data acquisition systems or have
been imported from other research projects. The border in Fig. 1
denotes the limit of the neuGRID project infrastructure as deter-
mined from users’ requirements. As an example, consider a new
clinical site that may wish to make use of the neuGRID infra-
structure to share data within a wider research community.
Existing data would be put through a process that enforces quality
control, anonymisation and ethical compliance. The data is then
integrated with the neuGRID data model, which enables other
researchers to access it and carry out their research. As new
datasets are acquired they go through a local quality control step
before passing through the same system-wide quality control,
formatting, ethical compliance and data model integration processes.

Once the data has been registered, the next step in the analysis
process is to make the data browsable through automated query-
ing tools. Consequently, an appropriate data access mechanism
needs to be put in place. For example, a researcher may be
interested in a rare form of a disease and may want to carry out
a statistically significant analysis. However, the researcher's
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