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a b s t r a c t

In this paper, we study the convergence behavior of Cohen–Grossberg neural networks with time-
varying delays in the leakage terms. Under proper conditions, we establish some criteria to guarantee
that the solutions of the networks converge locally exponentially to zero point, which are new and
complement of previously known results. Moreover, we give an example to illustrate the effectiveness of
our main results.

& 2013 Elsevier B.V. All rights reserved.

1. Introduction

Since the model of Cohen–Grossberg neural networks (CGNNs)
was first introduced by Cohen and Grossberg in [1], the dynamical
characteristics (including stable, unstable and periodic oscillatory)
of CGNNs have been widely investigated for the sake of theoretical
interest as well as application considerations. Many good results
on the problem of the existence and stability of the equilibriums
for CGNNs are given out in many literatures. We refer the reader to
[2–8] and the references cited therein. Recently, very little atten-
tion has been paid to neural networks with time delay in the
leakage (or “forgetting”) term (see [9–15]). As pointed out in [15],
the time delays in the leakage terms are difficult to handle. Hence,
to the best of our knowledge, few authors have investigated the
convergence behavior for CGNNs with delays in the leakage terms.
Motivated by this, in this present paper, we shall consider the
convergence behavior of CGNNs with time-varying delays in the
leakage terms as follows:

x′iðtÞ ¼ −aiðt; xiðtÞÞ biðt; xiðt−δiðtÞÞÞ− ∑
n

j ¼ 1
cijðtÞf jðxjðt−τijðtÞÞÞ

"

− ∑
n

j ¼ 1
dijðtÞ

Z ∞

0
KijðuÞgjðxjðt−uÞÞ duþ IiðtÞ

#
; i¼ 1;2;…;n; ð1:1Þ

where ai and bi are continuous functions on R2, δi, τij, f j, gj, cij, dij
and Ii are continuous functions on R; n corresponds to the number
of units in a neural network; xi(t) denotes the potential (or voltage)
of cell i at time t; ai represents an amplification function; bi is an
appropriately behaved function; cij(t) and dij(t) denote the
strengths of connectivity between cells i and j at time t respec-
tively; the activation functions f ið�Þ and gið�Þ show how the ith
neuron reacts to the input, δiðtÞ≥0 and τijðtÞ≥0 denote the leakage
delay and transmission delay respectively, and Ii(t) denotes the ith
component of an external input source introduced from outside
the network to cell i at time t for i; j¼ 1;2;…;n: As pointed out in
Kosko [16], the first term biðt; xiÞÞ in each of the right side of (1.1)
corresponds to a stabilizing negative feedback of the systemwhich
acts instantaneously without time delay δiðtÞ; these terms are
variously known as “forgettin” or leakage terms (see for instance
Haykin [17], Gopalsamy [18]). In real world, the transmission
delays often appear in these terms, which are called as leakage
delays by Gopalsamy [11,16].

Throughout this paper, for i, j¼ 1, 2, …, n, it will be assumed
that t−δiðtÞ≥0 for all t≥0, and there exist constants τþij , δ

þ
i , cij , dij and

Ii such that

τþij ¼ sup
t∈R

τijðtÞ; δþi ¼ sup
t∈R

δiðtÞ; cij ¼ sup
t∈R

jcijðtÞj;

dij ¼ sup
t∈R

jdijðtÞj; Ii ¼ sup
t∈R

jIiðtÞj:
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We also assume that the following conditions ðH1Þ–ðH6Þ hold.

ðH1Þ For each j∈f1;2;…;ng, there exist nonnegative constantsm,mn,
~Lj and Lj such that

m≥1; mn≥1; jf jðuÞj≤ ~Ljjujm; jgjðuÞj≤Ljjujm
n

for all u∈R: ð1:3Þ

ðH2Þ For i¼ 1;2;…;n; there exist positive constants such that ai and
ai such that

ai ≤aiðt;uÞ≤ai for all t40;u∈R:

ðH3Þ For i¼ 1;2;…;n; biðt;0Þ≡0, and there exist positive constants bi
and bi such that

biju−vj≤sgnðu−vÞðbiðt;uÞ−biðt; vÞÞ
≤bi ju−vj for all t40; u; v∈R:

ðH4Þ There exists a constant η40 such that for all t40, there holds

−η4−½aibi−δiðtÞðaibi Þ2� þ ai ∑
n

j ¼ 1
ðjcijðtÞj þ δiðtÞaibi cij Þ~Lj

"

þ ∑
n

j ¼ 1
ðjdijðtÞj þ δiðtÞaibidij Þ

Z ∞

0
jKijðuÞj duLj

#
; i¼ 1;2;…;n:

ðH5Þ There exists a constant ~λ40 such that IiðtÞ ¼ Oðe− ~λtÞ, i ¼ 1, 2,
…, n.

ðH6Þ For i; j∈f1;2;…;ng, the delay kernels Kij : ½0; ∞Þ-R are contin-
uous, and jKijðtÞjeκt are integrable on ½0;þ∞Þ for a certain
positive constant κ.

The initial conditions associated with system (1.1) are of the
form

xiðsÞ ¼ φiðsÞ; s∈ð−∞;0�; i¼ 1;2;…;n; ð1:4Þ

where φið�Þ denotes real-valued bounded continuous function
defined on ð−∞;0�, and

sup
−∞≤ s≤0

max
1 ≤ j ≤n

jφjðsÞjo
max1≤ i ≤nfaibiδþi ai Ii þ ai Ii g

η
: ð1:5Þ

The remaining part of this paper is organized as follows. In
Section 2, we present some new sufficient conditions to ensure
that all solutions of CGNNs (1.1) with initial conditions (1.4) and
(1.5) converge exponentially to the zero point. In Section 3, we
shall give some examples and remarks to illustrate our results
obtained in the previous sections.

2. Main results

Lemma 2.1. Let

max1 ≤ i ≤nfaibiδþi ai Ii þ ai Ii g
η

≔Q ≤1: ð2:1Þ

Suppose that the conditions ðH1Þ–ðH4Þ hold. Then, for every solution
ZðtÞ ¼ ðx1ðtÞ; x2ðtÞ;…; xnðtÞÞT of CGNNs (1.1) with initial conditions
(1.4) and (1.5), there holds

jxiðtÞjoQ for all t40; i¼ 1;2;…;n: ð2:2Þ

Proof. Assume, by way of contradiction, that (2.2) does not hold.
Then, one of the following two cases must occur.

(1) There exist i∈f1;2;…;ng and T140 such that
xiðT1Þ ¼Q ; jxjðtÞjoQ for all toT1; j¼ 1;2;…;n: ð2:3Þ

(2) There exist i∈f1;2;…;ng and T240 such that
xiðT2Þ ¼−Q ; jxjðtÞjoQ for all toT2; j¼ 1;2;…;n: ð2:4Þ

Now, we consider two cases.
Case (i): If (2.3) holds. Then, from (2.1), (2.3) and

ðH1Þ–ðHÞ

¼−aiðT1; xiðT1ÞÞ biðT1; xiðT1−δiðT1ÞÞÞ− ∑
n
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"

− ∑
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Z ∞

0
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#
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þ ∑
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#
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þ ∑
n

j ¼ 1
jcijðT1Þjai ~LjjxjðT1−τijðT1ÞÞjm

þ ∑
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þ ∑
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þ ∑
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Z ∞

0
jKijðuÞjjxjðT1−uÞjm

n

duþ sup
t≥0

jai IiðtÞj

≤−aibixiðT1Þ þ aibi

Z T1

T1−δiðT1Þ

���aiðs; xiðsÞÞ biðs; xiðs−δiðsÞÞÞ�

− ∑
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j ¼ 1
cijðsÞf jðxjðs−τijðsÞÞÞ− ∑

n

j ¼ 1
dijðsÞ
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KijðuÞgjðxjðs−uÞÞ du

þIiðsÞ�
��� dsþ ∑
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j ¼ 1
jcijðT1Þjai ~LjjxjðT1−τijðT1ÞÞjm
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n

j ¼ 1
jdijðT1ÞjaiLj

Z ∞

0
jKijðuÞjjxjðT1−uÞjm

n

duþ sup
t≥0

jai IiðtÞj

≤−aibiQ þ aibiδiðT1Þ aibiQ þ ai ∑
n

j ¼ 1
cij ~LjQ

m

"

þai ∑
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j ¼ 1
dij LjQ

mn

Z ∞

0
jKijðuÞj duþai Ii

#

þ ∑
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j ¼ 1
jcijðT1Þjai ~LjQm þ ∑

n

j ¼ 1
jdijðT1ÞjaiLjQmn

Z ∞

0
jKijðuÞj du

þsup
t≥0

jai IiðtÞj

¼−½aibi−δiðT1Þðaibi Þ2�Q þ ai ∑
n

j ¼ 1
ðjcijðT1Þj þ δiðT1Þaibi cij Þ~LjQm

"

þ ∑
n

j ¼ 1
ðjdijðT1Þj þ δiðT1Þaibidij Þ

Z ∞

0
jKijðuÞj duLjQmn

#

þ aibiδiðT1Þai Ii þ sup
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jai IiðtÞj
 !
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