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Mixture of Gaussians (MoG) is well-known for effectively in sustaining background variations, which has
been widely adopted for background subtraction. However, in complex backgrounds, MoG often traps in
keeping balance between model convergence speed and its stability. The main difficulty is the selection
of learning rates. In this paper, an effective learning strategy is proposed to provide better regularization
of background adaptation for MoG. First, the video-data is splitted into the future-data and history-data,
then a set of background distributions (MoG) is computed for each case. To distinguish between dynamic
and static background, the equality of these two sets is tested by the hypothesis testing method. Next, a
two-layer LBP-based method is proposed for foreground classification. Finally, the global and static
learning rates are replaced by the adaptive learning rates for image pixels with distinct properties for
each frame. By means of the proposed learning strategy, a novel background modeling for detecting
foreground objects from complex environments is established. We compare our procedure against the
state-of-the-art alternatives, the experimental results show that the performance of learning speed and

Foreground detection

accuracy obtained by proposed learning rate control strategy is better than existing MoG approaches.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

The segmentation of moving foreground objects from video
stream is the fundamental step in many computer vision applica-
tions, such as intelligent visual surveillance [1,2], human-machine
interaction [3,4], and content based video coding [5]. Background
subtraction is generally regarded as an effective method for
extracting foreground objects [6-8]. The performance of back-
ground subtraction mainly depends on the algorithm used for
modeling background. However, the background is a complex
environment usually includes distracting motions which make
the task more challenging, such as waving tree branches and
rippling water. An adaptive background modeling algorithm
should also detect shadows cast by the moving objects, and handle
various changes due to the situation where new objects are
introduced to the background or old ones removed from it.
Furthermore, an ideal background modeling algorithm should be
able to tolerate sudden background variations like the changing
weather conditions or the turn on/off lights, without losing
sensitivity to detect real foreground objects.

Many background modeling algorithms have been proposed
(surveys [8,9]). A very popular approach is to model each pixel in a
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video frame with mixture of Gaussians, instead of using the exact
Expectation Maximum (EM) algorithm by Friedman and Russell
et al. [10], an online K-means approximation proposed by Stauffer
and Grimson [11], which has become the standard formulation for
the MoG approach in this field. In their approach, an online
learning was used to train background model. For every image
pixel, regardless of its intensity being changed or not, the learning
rate of updating is controlled by a global, static parameter « that
ranges between 0 and 1. Because only one new sample is observed,
typically, a very small constant is used to maintain the stability of
models. Unfortunately, this small constant leads to a very slow
learning speed which cannot update model parameters in time for
the changing background [8,12]. In contrast, by setting a larger
value for « would improve the convergence speed for dynamic
background. However, the system will become sensitive to fore-
ground and noise.

Many papers have proposed improvements and extensions in
such aspect. In [13], Elgammal et al. proposed a non-parametric
model for background modeling, where a kernel-based function is
employed to represent the color distribution of each background
pixel. The kernel-based distribution is a generalization of MoG
which does not require parameter estimation. But the computa-
tion is high for this method. KaewTraKulPong et al. [14] utilized
expected sufficient statistics at the initial phases to improve
convergence to resolve the slow learning at the beginning, and
also using an online K-means algorithm with a constant learning
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rate. However, the background features of initial phase were
limited after all, this two-phase method would not improve
adaption for modelling at later phase. In [15], Harville discussed
some trade-off encountered by MoG and introduced a framework
for guiding MoG evolution with feedback from high-level modules.
In [12], not only the learning parameters but also the number of
models of the mixture was adapted for each pixel. Tian et al. [16]
detected the static foreground regions that were wrongly modeled
as the background and proposed a weight exchange scheme to
avoid a fragment problem in MoG. Tuzel et al. [17] proposed to
estimate the probability distribution of mean and covariance of
each Gaussian using recursive Bayesian learning. In [18], Lee et al.
proposed an effective learning algorithm that improved conver-
gence rate of background model estimation without obvious side-
effects on system stability. Yang et al. [19] proposed a two-layer
MoG to learn foreground and background models at different
learning rates. Chen et al. [20] also proposed a hierarchical method
with the MoG, the method employs block-based and pixel-based
strategies, but shadows cannot be removed with their method.
In [21], White et al. proposed a particle swarm optimization
method to automatically determine the parameters of the MoG.
In [22,23], Maddalena et al. proposed a self-organizing approach to
background subtraction, where the background model can auto-
matically adapt to a self-organizing manner through artificial
neural networks. In [24], Lin et al. proposed a new rate control
scheme based on high-level feedback to resolve the trade-off and
adjustments of the MoG's learning rates for different foreground
pixel types. Furthermore, Lin et al. adopted frame difference
method to detect over-quick lighting change and adjust learning
rates. However, a quick variety of lighting occurred in very short
time intervals and only a few times of successful detection by
frame difference, so the chance for learning the over-quick change
is pretty rare.

2. Future-data driven background modeling

In this section, we will present the proposed background
modeling in four parts. First, the work of MoG and the conver-
gence of the learning process are analyzed. We highlight the
importance of learning rate control for MoG and elaborate its
relationship with pixel classification. Second, a fast and efficient
convergence method in background modeling based on MoG for
future-data is proposed, and a hypothesis testing method is used
to test the equality of history Gaussian models and future ones,
and to decide whether the background will change in future. By
this decision, a classification for pixel types is proposed, the whole
background pixels are divided into dynamic and static types.
Third, a two-layer texture method based on LBP for foreground
classification is proposed, the true foreground is distinguished
from the false foreground. Fourth, a learning strategy that controls
learning rate for MoG is detailed. Under this control, different
learning rates can be applied to different pixel types which labeled
already. The sudden illumination changes are detected by testing if
the background likelihood ratio is smaller than a threshold. If a
change is detected, the whole background is updated with a larger
rate to respond to the once-off changes.

2.1. Mixture of Gaussians approach

For a pixel p, at position (x, y), at time t, what is known about its
history {X1, ..., X1} = {I(x,y,1) : 1<ist-1} is modeled by a mixture
of K Gaussian distributions, where I(-) is the pixel's intensity value.

The probability of observing the current pixel value is
K
PX) = X onne.pe oti) )
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where 7(-) symbolizes a Gaussian probability density function, and

u is the mean, o2 is the covariance, are the Gaussian parameters of
the ith distribution, where wy; is the respective weight
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The K Gaussians are ordered based on w;/g;, the first B
Gaussians are used as models of the background, estimated as
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where T is a measure of the minimum portion of the data that
should be accounted for by the background. The pixel value X;
lying within 2.5 standard deviations of a distribution is defined as
a match. If a match is found with one of the first B Gaussians, the
pixel is classified as background. If none of the first B distributions
be matched, the pixel is classified as foreground, namely, fore-
ground detection is performed by

vie(l,...,Be) |Xe—pr il > 2.50¢; (5)

To maintain and update mixture Gaussian models, the weight
of the each model is to be updated by the equation

o1 = (1-a)op; + ap(o;|Xt) (6)

If i is the matched Gaussian model p(w;;|X;) =1, otherwise it
equals 0. The first Gaussian model (noted as ma) that matches the
current pixel value will be updated by
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If none of the K distributions match that pixel value, the least
probable model is replaced by a distribution with the current value
as its mean g, an initially high variance ¢2, and a low weight
parameter w.

The a defines the rate of updating that controls how fast the
model converges to a new one. In the conventional MoG, for every
pixel, a very small constant is commonly used for background
adaptation. Unfortunately, this setting leads to slow convergence
when background needs to adapt to a new cluster. For example, if
a new background object comes into a scene, suppose at present
the weights sum of the first B models equals unity. It will take Ny
frames until the genuine object can be considered as a back-
ground. From (3) and (5) we can obtain that if the new object
model's weight becomes larger than 1-T, namely, until the
weights sum of the old B models becomes smaller than T, the
genuine object can be considered to be part of the background.
From (6) we can conclude

1-a)VT <T (10)

So, the object should be static for at least Ny =log T/log(1-a)
frames. As noted in [25], using « = 0.0025 and T=0.8 in MogG, if we
assume that the new object will presented in every frame ideally,
it would take 89 frames for the component to be included as part
of the background. If the frame-rate being 20 fps, the system will
take at least 4.5 s to respond to background changes. The situation
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