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a b s t r a c t

This paper is concerned with the problem of global exponential stability analysis for a class of cellular

neural networks with time-varying discrete and distributed delays (DDCNNs). A new delay-dependent

sufficient condition is derived for the global exponential stability of the DDCNNs by using the integral

inequality method and the newly proposed Lyapunov–Krasovskii functional. The obtained stability

condition is less conservative than some of the existing results in the literature. Numerical examples are

given to demonstrate the effectiveness and superiority of the proposed results.

& 2008 Elsevier B.V. All rights reserved.

1. Introduction

An artificial neural network (ANN) is a network of intercon-
nected elements which behave like biological neurons. A neuron
can be mathematically described by a system of differential
equations or difference equations. For each single neuron, the
structure may be simple, but once some of them are connected
together to form a network, the whole network could have very
rich dynamics and thus can admit many applications [15]. These
ANNs can either be realized via electronic circuits or be simulated
by computer program. During the past decade, considerable
attention was devoted to the study of ANNs, and numerous useful
results have been presented in the literature. The applications of
ANNs can nowadays been found in a variety of areas, such as
electron science, computer science, control engineering, mathe-
matics, biology, etc. One of the commonly used ANNs is the
cellular neural network (CNN), which has been successfully
applied in many areas, such as signal processing, image processing
and solving nonlinear algebraic equations.

The practical applicability of CNN depends on the existence
and stability of the equilibrium point of the CNN. Moreover, time
delay occurs due to the finite switching speed of electronic
networks. During the implementation on very large scale
integrated chips, parameter perturbations and transmitting delays
will degrade the system performance and even cause the

instability of the neural networks. Therefore, the stability study
of delayed cellular neural networks (DCNNs) is of great theoretical
and practical significance, and it has become an important topic of
theoretical studies. Existing criteria for the stability of DCNNs can
be classified into two categories, namely, delay-independent
criteria [1,3,4,10,11,16,17] and delay-dependent criteria
[2,5,7,8,13,18]. The former does not contain any information on
the size of delay while the latter employs such information. It is
generally recognized that the delay-dependent criteria are less
conservative than the delay-independent ones, especially when
the delays are small. Therefore, more attention has been paid to
the delay-dependent stability analysis. DCNNs with distributed
time delays (DDCNNs) is another important type of DCNNs, and a
lot of asymptotic stability results for such DDCNNs have been
presented in the literature [9,14]. Except for stability, fast
convergence is also essential for real-time computations in NNs.
It is commonly known that exponential stability does not only
guarantee the asymptotic stability but also certain convergence
rate for the NNs. The exponential stability property is particularly
important when the exponential-convergence rate is used to
determine the speed of neural computations. Therefore, it is not
only theoretically interesting but also practically important to
determine the exponential stability and to estimate the exponen-
tial-convergence rate for the dynamical NNs. However, only a few
results in the existing literature are concerned with the exponen-
tial stability of the DDCNNs, and among these results only delay-
independent stability conditions were presented in [12] for the
global exponential stability of the DDCNNs. To the best of the
authors’ knowledge, the delay-dependent exponential stability of
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the DDCNNs has not yet been well investigated. This motivates the
present research.

In this paper, the problem of delay-dependent global expo-
nential stability is studied for a class of DDCNNs. Delay-dependent
sufficient conditions are derived for such NNs by using a newly
proposed Lyapunov–Krasovskii functional and the integral in-
equality method. The conditions are presented in terms of LMIs,
and thus can be solved by many efficient convex optimization
algorithms. Moreover, the obtained stability conditions are less
conservative than some of the existing results in the literature.
Numerical examples are finally given to demonstrate the effec-
tiveness of the proposed results.

2. Preliminary

Consider the following CNN with time-varying discrete and
distributed delays

_xðtÞ ¼ � AxðtÞ þW0f ðxðtÞÞ þW1f ðxðt � hðtÞÞÞ

þW2

Z t

t�tðtÞ
f ðxðsÞÞdsþ J; (1)

where xðtÞ ¼ ½x1ðtÞ; . . . ; xnðtÞ�
T 2 Rn corresponds to the state vector

at time, J ¼ ½J1; . . . ; Jn�
T 2 Rn is the external bias vector, f ðxð�ÞÞ ¼

½f 1ðx1ð�ÞÞ; . . . ; f nðxnð�ÞÞ�
T 2 Rn denotes the activation function of the

neurons with fi(0) ¼ 0, h(t) and t(t) represent time-varying
discrete and distributed delays of systems with 0ph(t)phM,
ḣ(t)phD, 0pt(t)ptM. The matrices A ¼ diag[ai], ai40, Wj 2 R

n�n,
j ¼ 0,1,2 are some constant matrices. The activation functions
fi(xi( � )), i ¼ 1,2,y,n, are bounded monotonically non-decreasing
and satisfy

0p
f iðx1Þ � f iðx2Þ

x1 � x2
pZi, (2)

where x2; x2 2 R, x1ax2, Zi40, i ¼ 1,2,y,n are given constants.
Denote G ¼ diagfZ1; . . . ;Zng 2 R

n�n.
Assume that x̃ ¼ ½x̃1; . . . ; x̃n�

T 2 Rn is an equilibrium point
of system (1), one can derive from (1) that the transformation
zðtÞ ¼ xðtÞ � x̃ðtÞ transforms system (1) into the following system:

_zðtÞ ¼ � AzðtÞ þW0gðzðtÞÞ þW1gðzðt � hðtÞÞÞ

þW2

Z t

t�tðtÞ
gðzðsÞÞds, (3)

where

zðtÞ ¼ ½z1ðtÞ z2ðtÞ . . . znðtÞ�
T 2 Rn,

gðzð�ÞÞ ¼ ½g1ðz1ð�ÞÞ g2ðz2ð�ÞÞ . . . gnðznð�ÞÞ�
T 2 Rn,

giðzið�ÞÞ ¼ f iðxið�ÞÞ � f iðx̃iÞ ¼ f iðzið�Þ þ x̃iÞ � f iðx̃iÞ,

gið0Þ ¼ 0; i ¼ 1;2; . . . ;n. (4)

The initial condition is z(s) ¼ f(s), sA[�2t*,0], t*Amax{hM,tM}.
It follows from (2) and (4) that each gi( � ) satisfies

0p
giðz1Þ � giðz2Þ

z1 � z2
¼

f iðz1 þ x̃iÞ � f iðx̃iÞ � ½f iðz2 þ x̃iÞ � f iðx̃iÞ�

ðz1 þ x̃iÞ � ðz2 þ x̃iÞ
pZi,

z1az2; jgizið�ÞÞj ¼ jf iðzið�Þ þ x̃iÞ � f iðx̃iÞj

pZijzið�Þj; i ¼ 1;2; . . . ;n. (5)

In the derivation of the main results, we need the following
definitions and lemmas:

Definition 1. The equilibrium point x̃ ¼ ½x̃1; . . . ; x̃n�
T 2 Rn of sys-

tem (1) is said to be global exponentially stable, if there exist
some constants k40 and mX1 such that

kxðtÞ � x̃kpmfe�kt ; 8tX0,

where f ¼ sup�t̄pyp0kxðyÞ � x̃k and JxJ is the Euclidean norm of x,
and k is called the exponential-convergence rate.

Lemma 1 (Zhang et al. [19]). Let zðtÞ 2 Rn be a vector-valued

function with first-order continuous-derivative entries. Then, the

following integral inequality holds for matrix R1 ¼ R1T40 and any

matrices M1, M2, and a scalar function hM: ¼ hM(t)X0

�

Z t

t�hM

_zT
ðsÞR1 _zðsÞdspzT

ðtÞ
MT

1 þM1 �MT
1 þM2

� �MT
2 �M2

2
4

3
5zðtÞ

þ hMz
T
ðtÞYTR�1

1 YzðtÞ, (6)

where Y ¼ ½M1 M2� 2 R
n�2n and z(t) ¼ [z(t) z(t�hm)]T.

Lemma 2 (Gu [6]). For any constant matrix S 2 Rn�n, S ¼ ST40,

scalar g40, vector function o : ½0; g� ! Rn such that the integrations

concerned are well defined, then

Z g

0
oðsÞds

� �TX Z g

0
oðsÞds

� �
pg

Z g

0
oTðsÞ

X
oðsÞds: (7)

3. Main results

In this section, a new Lyapunov–Krasovskii functional is used
to analyze the exponential stability of the equilibrium point of
system (1), and the main result is given in the following theorem.

Theorem 1. The equilibrium point x̃ of system (1) with hDo1 is

globally exponentially stable with convergence rate k40, if there

exist symmetric positive definite matrices P0, P1, P2, R1 and R2,
positive diagonal matrices D, Q and S, and any matrices M1 and M2,
such that the following LMI

Y ¼
P

hMe�khM MT

� �R1

" #
o0, (8)

is satisfied, where

M ¼ M1 M2 0 0 0 0
� �

,

S ¼

S11 S12 S13 S14 S15 0

� S22 0 S24 0 0

� � S33 S34 S35 0

� � � S44 S45 0

� � � � S55 0

� � � � � S66

2
666666666664

3
777777777775

,

S11 ¼ 2kP0 þ P1 þ hMe�2khM ðMT
1 þM1Þ � ðP0Aþ ATP0Þ þ h2

MATR1A,

S12 ¼ hMe�2khM ð�MT
1 þM2Þ,

S13 ¼ P0W0 þ 2kDþGS� AD� h2
MATR1W0,

S14 ¼ P0W1 � h2
MATR1W1,

S15 ¼ P0W2 � h2
MATR1W2,

S22 ¼ �ð1� hDÞe
�2khM P1 þ hMe�2khM ð�MT

2 �M2Þ,

S24 ¼ GQ ,

S33 ¼ hMP2 þ DW0 þWT
0Dþ h2

MWT
0R1W0 þ t2

MR2 � 2S,

S34 ¼ DW1 þ h2
MWT

0R1W1,

S35 ¼ DW2 þ h2
MWT

0R1W2,

S44 ¼ h2
MWT

1R1W1 � 2Q ,

S45 ¼ h2
MWT

1R1W2,

S55 ¼ h2
MWT

2R1W2 � e�2ktM R2,

S66 ¼ �h�1
M e�2khM P2.
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