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a b s t r a c t

The gradient descent algorithms like backpropagation (BP) or its variations on multi-layered feed-

forward networks are widely used in many applications. However, the most serious problem associated

with the BP is local minima problem. Especially, an exceeding number of hidden nodes make the

corresponding network deepen the local minima problem. We propose an algorithm which shows stable

performance on training despite of the large number of hidden nodes. This algorithm is called separate

learning algorithm in which hidden-to-output and input-to-hidden separately trained. Simulations on

some benchmark problems have been performed to demonstrate the validity of the proposed method.

& 2008 Elsevier B.V. All rights reserved.

1. Introduction

Backpropagation (BP) is a well-known representative of all
gradient descent algorithms, which is widely used technique for
supervised neural network learning in many areas of application.
BP has a great virtue of simplicity on implementation and
calculation. Despite that there are many problems on BP. The
most serious problem of BP is that the learning process can not
guarantee to a global minimum, trapping into local minima or
saturation points. Techniques from global optimization (GO) have
been proposed to solve the local minima problem of BP. The GO
can be classified broadly into two major groups, deterministic and
stochastic. Deterministic methods [2,3,5,8,11] guarantee conver-
gence to a global optimum only for certain classes of functions [6],
and require more auxiliary calculations. Stochastic algorithms
[1,4,9], guarantee convergence to global optimum only when the
number of searches can be allowed infinitely. Among them,
simulated annealing and genetic algorithms are well known.

A local minimum is a suboptimal equilibrium point at which
system error is non-zero and the hidden output matrix is singular
[12]. The complex problem which has a large number of patterns
needs as many hidden nodes as patterns in order not to cause a

singular hidden output matrix. The exceeding number of hidden
nodes can possibly make al lot of local minima.

Our goal is to invent a novel idea to weaken the local minima
problem in the networks with the exceeding number of hidden
nodes. The new algorithm will be called separate learning
algorithm, in which the hidden-to-output connections and the
input-to-hidden connections separately trained as Fig. 1 with a
modified gradient descent method.

2. Separate learning algorithm

We concentrate our attention just on a two-layered network.
We expect to easily extend to multi-layer environment. As
described in Fig. 1, the separate learning algorithm is to separate
a whole network into two networks, hidden-to-output network,
input-to-hidden network. First, the hidden-to-output connection
is trained as usual BP with the following cost function:
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where g is a sigmoid or tangent hyperbolic function, zj
m is the ideal

or target value of output unit j for input pattern m where yi is the
output value of hidden layer unit i, wij

2 is the weight from hidden
unit i to output unit j.
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For the hidden-to-output connections, the weight updating
rule gives
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where Z is a learning rate ranged from 0 to 1, and h(2)j
m is the

input value to output unit j for input pattern m. As described in
Fig. 1, for training the hidden layer, ideal values of hidden units are
defined as the correct value to eliminate the error of output layer,
and derived by Newton’s method approximately.

The error function is approximated by Newton’s method using
first derivatives only

EðwÞ � EðYÞ þ ðG� YÞrEðYÞ (3)

where Y is a current vector in hidden layer for a pattern m, and G is
the ideal vector of Y such that E(w) ¼ 0. G is the most desirable
when E(w) ¼ 0. Thus,

G� Y �
�EðYÞrEðYÞ

rEðYÞ
�� ��2 (4)

The ideal value of hidden unit i, gi is the ith component of the
vector G and yi is the ith component of Y

gi �
EðYÞ
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Now the evaluation function for the hidden-to-connections is
derived from the ideal value in (5)
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For the input-to-hidden connections, the error function is
partially differentiated with respect to the wki
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where h(1)i
m is the input value to hidden unit i for an input pattern

m.
The proposed algorithm can be differentiated from other

approaches as mentioned in that it does not use a random
perturbation of parameters or the hidden output values. It just
adopts a divide-and-conquer strategy in which a whole network
is divided into two networks, hidden-to-output and input-
to-hidden. Each part is trained differently. Training the upper

connections is same as BP. But to evaluate in the input-to-hidden
connections, we need the ideal values of hidden units as Eq. (5).
The algorithm is summarized as follows:

1. Compute the output values of hidden and output layers using
given parameters and input values for each pattern at the first
epoch.

2. Train the hidden-to-output connections using BP algorithm
with the input-to-hidden connections fixed. The input values
are to be the output values of hidden layer. The ideal value of
each output unit is same as the original network. The error is
evaluated by Eq. (1) and the weights of the hidden-to-output
connections are updated by Eq. (2).

3. If the training process of 2 converges within the given time
limit, the whole training will stop as a successful one. If the
training is over the time limit or go slow (it is when the
training error cannot be reduced more than 1% of the previous
error), go to 4.

4. Select one hidden unit in order, and compute the ideal value
approximately using (5).

5. Train the input-to-hidden connection for the selected hidden
unit using Eq. (6) while other connections are fixed. If it
converges or the training speed goes slow as described in 3,
go to 2.

In the three-layered networks, the process 5 is subdivided in the
same way as 2, 3, and 4. In this manner, the proposed algorithm
can be easily extended to the general case in which multi-layered
networks are provided.

3. Simulations and evaluation

3.1. Environment of experiments

In order to verify the performance of the separate learning
algorithm proposed in this paper, experiments have been
performed using a computer with an AMD XP 2600+2.0 GB CPU
and 512 MB random access memory (RAM). Each experiment was
practiced pnr BP, SARPRO [10], and proposed algorithm.

From the results, we compared and evaluated the convergence
rates (success rate, SE), average learning time (time, in milli-
second) in case of success. A mean square error limit of 0.01 and a
training time limit of 30,000 ms are set to all experiments.
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Fig. 1. The separation of a whole network.
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