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Abstract

Feature transformation aims to reduce the effects of channel- and handset-distortion in telephone-based speaker verification. This

paper compares several feature transformation techniques and evaluates their verification performance and computation time under the

2000 NIST speaker recognition evaluation protocol. Techniques compared include feature mapping (FM), stochastic feature

transformation (SFT), blind stochastic feature transformation (BSFT), feature warping (FW), and short-time Gaussianization (STG).

The paper proposes a probabilistic feature mapping (PFM) in which the mapped features depend not only on the top-1 decoded

Gaussian but also on the posterior probabilities of other Gaussians in the root model. The paper also proposes speeding up the

computation of PFM and BSFT parameters by considering the top few Gaussians only. Results show that PFM performs slightly better

than FM and that the fast approach can reduce computation time substantially. Among the approaches investigated, the fast BSFT

(fBSFT) strikes a good balance between computational complexity and error rates, and FW and STG are the best in terms of error rates

but with higher computational complexity. It was also found that fusion of the scores derived from systems using fBSFT and STG can

reduce the error rate further. This study advocates that fBSFT, FW, and STG have the highest potential for robust speaker verification

over telephone networks because they achieve good performance without any a priori knowledge of the communication channel.

r 2007 Elsevier B.V. All rights reserved.
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1. Introduction

Speaker verification is a biometric technology that aims
to authenticate users via their voice patterns. Among the
biometric traits that are currently under intensive investi-
gation, speaker verification is apparently the best candidate
for identifying or authenticating users over the telephone
networks. Although commercial speaker verification sys-
tems that aim at securing financial transactions and remote
information access are now available, the lack of robust-
ness to channel variability and the acoustic mismatch
between enrollment and verification conditions remain a
major practical challenge. Currently, this problem is

addressed by a technique called channel mismatch
compensation.
The goal of channel compensation is to achieve

performance approaching that of a ‘‘matched condition’’
system. Channel compensation can be applied in feature
space [15,19], model space [2,20] or score space [11]. One
advantage of feature-space compensation is that it is not
necessary to modify the speaker models after training.
This paper focuses on feature-based compensation and

compares several closely related feature compensation
techniques under the 2000 NIST SRE framework [16].
Techniques compared include feature mapping (FM) [12],
stochastic feature transformation (SFT) [8], blind stochas-
tic feature transformation (BSFT) [19], feature warping
(FW) [9], and short-time Gaussianization (STG) [18]. The
first three techniques attempt to transform distorted
spectral features to fit the clean acoustic models. The last
two, FW and STG, attempt to make the features less
channel-dependent by normalizing the feature distribution.
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The paper proposes improving the performance of FM by
introducing a probabilistic term in the mapping function so
that the mapped features depend not only on the winner
mixture but also on the posterior probabilities of other
mixtures in the root model. The resulting mapping is
referred to as probabilistic feature mapping (PFM).
Because both BSFT and PFM require the posterior
probabilities of all mixtures in the parameter estimation
process, computation time can become excessively long for
large model size. The paper therefore proposes speeding up
the computation of FM and BSFT’s parameters by
considering the top few components only in the parameter
estimation process.

The paper is organized as follows. Section 2 discusses
two main types of channel compensation: blind and non-
blind. Section 3 explains the BSFT and its fast version,
which is followed by Section 4 where FM and fast FM are
outlined. These methods are then compared in Sections 5
and 6 under the NIST00 evaluation protocol.

2. Feature transformation for channel compensation

There are two main types of channel compensation:
blind and non-blind. The former adapts speaker models or
transforms speaker features during recognition to accom-
modate the channel variation without a priori knowledge of
the channel characteristics. Non-blind compensation, on
the other hand, estimates channel-specific compensation
based on a priori knowledge of all possible channels.
Specifically, during recognition, the channel type is
identified and is used to select the pre-computed channel
compensation to reduce the acoustic mismatch caused by
mismatched channels.

2.1. Blind compensation

Blind compensation can be categorized into four types.
The first type exploits the temporal variability of feature
vectors. For example, cepstral mean subtraction (CMS) [1]
subtracts the cepstral mean of an utterance from each of
the cepstral vectors. RASTA [7] applies a bandpass filter to
the sequence of cepstral vectors to remove the slow varying
components corresponding to the channel. It has been
shown that both mean normalization and bandpass
filtering can minimize the filtering effect of linear channels
[1,7]. However, these techniques may cause performance
degradation when both training and recognition are
derived from the same acoustic environment [20].

The second type of blind compensation transforms the
distorted features such that acoustic environments have
minimum effect on the distribution of the transformed
features. For example, in feature warping [9], observed
features are mapped to a target distribution (e.g., standard
normal) such that they follow the target distribution over a
sliding window of feature vectors. Specifically, given a
sequence of feature vectors, a sliding window of 3 s is
applied to the sequence to compute the cumulative

distribution function (cdf) of each feature component.
For each feature component, the original feature value at
the middle of the sliding window is then mapped to a target
value such that the cdf at the original feature value is equal
to the target cdf at the target value. The warping can be
viewed as a nonlinear feature transformation from the
original feature to a warped feature. Feature warping has
been shown to be robust to channel variations and
background noise. In short-time Gaussianization [18], a
linear transformation is applied to the distorted feature
before mapping them to a normal distribution. The
transformation aims to decorrelate the feature vectors,
making them more amendable to diagonal covariance
Gaussian mixture models (GMMs). Short-time Gaussiani-
zation has shown advantages over feature warping,
especially at low false acceptance rate.
The third type makes use of the statistical difference

between the clean acoustic models and the distorted speech
to estimate a transformation matrix to map the distorted
vectors to fit the clean model. This type of technique
include the blind stochastic feature transformation [19] to
be detailed in Section 3.
The fourth type, namely discriminative feature design [6],

trains a neural network discriminatively to maximize
speaker recognition performance on the training set.
Because the training set consists of different types of
acoustic distortions that the system may encounter during
recognition, the neural network is able to ‘‘recall’’ the
compensation required during recognition to reduce the
effects of handset distortions on speaker discrimination.

2.2. Non-blind compensation

One typical property of non-blind techniques is the
requirement of channel detection during recognition.
Typical examples are feature mapping [12], spectral-
magnitude matching [10], and stochastic feature transfor-
mation [8].
In feature mapping, the handset type of the testing

utterance is identified by a handset detector; feature vectors
are then mapped to the channel-independent space based
on the closest Gaussian in the channel-dependent GMM.
In spectral-magnitude matching [10], a nonlinear poly-
nomial mapper is trained to minimize the mean-squared
spectral magnitude error between speech arising from
electret and carbon-button handsets. The mapper is shown
to be good at minimizing mismatches caused by phantom
formants, bandwidth widening, and spectral flattening due
to channel nonlinearity. Stochastic feature transformation
(SFT) [8] is derived from the stochastic matching method
of Sankar and Lee [14], which was originally proposed for
robust speech recognition. SFT aims to transform the
distorted features to fit the clean speech models by selecting
the most appropriate pre-computed transformation
matrix. It has been shown that SFT can be extended to
nonlinear feature transformation to overcome the non-
linear distortion [8].
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