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a b s t r a c t

For many datasets, it is a difficult work to seek a proper cluster structure which covers the entire feature
set. To extract the important features and improve the clustering, the maximum-entropy-regularized
weighted fuzzy c-means (EWFCM) algorithm is proposed in this paper. A new objective function is
developed in the proposed algorithm to achieve the optimal clustering result by minimizing the dis-
persion within clusters and maximizing the entropy of attribute weights simultaneously. Then the ker-
nelization of proposed algorithm is realized for clustering the data with ‘non-spherical’ shaped clusters.
Experiments on synthetic and real-world datasets have demonstrated the efficiency and superiority of
the presented algorithms.

& 2016 Elsevier B.V. All rights reserved.

1. Introduction

Prototype-based partitioning clustering analysis is an efficient
tool for data mining, pattern recognition and statistical analysis
[1,2]. It partitions the data into clusters according to the simi-
larity of objects, which helps in extraction of new information or
discovering new patterns. In the past few decades, various par-
titioning clustering algorithms have been proposed. K-means
algorithm [3] and fuzzy c-means (FCM) algorithm [4] are two
well known clustering algorithms. Variants of these two algo-
rithms are further discussed and popularized in [5–8]. However,
one drawback of these clustering algorithms is that they treat all
features equally in deciding the cluster memberships of objects.
This is not desirable in some applications, such as high-
dimensions sparse data clustering, where the cluster structure
in the dataset is often limited to a subset of features rather than
the entire feature set. A better solution is to introduce the proper
attribute weight into the clustering process. Weight assignment
and feature selection have been a hot research topic in parti-
tioning clustering analysis [9,10].

Desarbo et al. [11] propose the first attribute-weighted
method based on K-means algorithm. In [12], Friedmn et al.
present the COSA method to calculate a weight for each
dimension in each cluster. Jing et al. [13] extend Friedmn's
method to optimal variable weighting for high-dimensional

sparse data clustering. Recently, Tsai et al. [14] suggest a novel
feature weight self-adjustment mechanism embedded into
k-means, where feature weight searching is modeled as an
optimization problem to simultaneously minimize the separa-
tions within clusters and maximize the separations between
clusters.

Compared with the hard clustering methods discussed above,
the fuzzy clustering technique is peculiarly effective when the
boundaries between clusters of data are ambiguous. Moreover, the
degree of membership will help us discover complicated relations
between a given data object and all clusters [15]. So many
attribute-weighted fuzzy clustering methods have been proposed
in the past few decades. In [16], Wang et al. use the weighted
Euclidean distance to replace the general Euclidean distance in
FCM. Borgelt [17] carries out clustering on the selected subspace
instead of the full data space by directly assigning zero weights to
features that have little information. But one limitation is that they
generate the attribute weights from all clusters, rather than each
cluster. Keller et al. [18] introduce a basic attribute-weighted FCM
algorithm by assigning one influence parameter to each single
data dimension for each cluster, while Frigui et al. [19] put forward
an approach searching for the optimal prototype parameters and
the optimal feature weights simultaneously. Recently, Deng et al.
present an enhanced soft subspace clustering (ESSC) algorithm by
employing both within-cluster and between-cluster information
[20]. In [21], a novel subspace clustering technique has been pro-
posed by introducing the feature interaction using the concepts of
fuzzy measures and the Choquet integral. Finally, in [22], Tang
et al. give a survey of weighted clustering technologies.
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These weighted fuzzy clustering methods are effective in
data clustering and feature selection, but there are still some
questions. (1) There is still no good criterion, which is not only
valid for the attribute weight assignment but also has a clear
physical meaning; (2) for some particular applications, such as
‘non-spherical’ shaped data clustering, traditional weighted
clustering algorithms can not show good performance. Different
from other weighted fuzzy clustering methods, we propose a
maximum-entropy-regularized weighted fuzzy c-means
(EWFCM) clustering algorithm, in which the attribute-weight-
entropy regularization is defined in the new objective function
to achieve the optimal distribution of attribute weights. So that
we can simultaneously minimize the dispersion within clusters
and maximize the entropy of attribute weights to stimulate
important attributes to contribute to the identification of clus-
ters. Then the good clustering result can be yielded and the
important attributes can be extracted for cluster identification.
Moreover, for the ‘non-spherical’ shaped data clustering,
developments on kernel technique and their applications have
emphasized the need to consider kernel method into the data
clustering, which is referred to as kernel-based clustering [25–
29]. Therefore, the kernelization of the proposed algorithm is
realized for clustering the data with ‘non-spherical’ shaped
clusters. Experiments on synthetic and real-world datasets have
demonstrated the efficiency of the proposed algorithms com-
pared with traditional clustering approaches.

The rest of the paper is organized as follows. In Section 2,
we present the EWFCM clustering algorithm based on
attribute-weight-entropy regularization. The kernelization of
EWFCM algorithm is given in Section 3. Section 4 illustrates
experiment results of different clustering algorithms on syn-
thetic and real world datasets. Finally, conclusions are drawn in
Section 5.

2. Maximum-entropy-regularized weighted fuzzy c-means
clustering algorithm

2.1. Algorithm description

In our research, the attribute weighted fuzzy clustering
problem is considered as a maximum entropy inference pro-
blem [23] (the proof is shown in the Appendix), which aims to
search for global regularity and obtain the smoothest recon-
structions from the available data. We focus on this problem and
propose the maximum-entropy-regularized weighted fuzzy c-
means (EWFCM) clustering algorithm, in which a new objective
function is developed as (1) by combining the weighted dis-
similarity measure and an extra term for attribute-weight-
entropy regularization.

FðU;C;WÞ ¼
XK
k ¼ 1

XN
n ¼ 1

uαkn
XM
m ¼ 1

wkmðxnm�ckmÞ2þγ�1
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where N is the number of objects, M is the number of object
dimensions/attributes, K is the number of clusters, U ¼ ½ukn� is a K-
by-N matrix, ukn denotes the degree of membership of the n-th
object belonging to the k-th cluster, C ¼ ½ckm� is a K-by-M matrix,
ckm denotes cluster center of the k-th cluster defined by ukn, W ¼
½wkm� is a K-by-M matrix, wkm indicates the attribute weight of the

m-th object dimension in the k-th cluster. αðα41Þ is the fuzzifi-
cation coefficient. γ is a positive scalar.

In this new objective function, the first distance-based term
controls the shape and size of the clusters and encourages the
agglomeration of clusters, while the second term is the negative
entropy of attribute weights that regularize the optimal distribu-
tion of all attribute weights according with the available data. So
that we can simultaneously minimize the dispersion within clus-
ters and maximize the entropy of attribute weights to stimulate
important attributes to contribute to the identification of clusters.
γ(γ40) is a positive regularizing and adjustable parameter. With a
proper choice of γ, we can balance the two terms and achieve the
optimal and stable solution.

Minimizing F(U, C, W) with respect to normalization con-
straints is a constrained nonlinear optimization problem. Like the
traditional FCM algorithm, Picard iteration is also applied to solve
this problem. We first fix C and W and find necessary conditions
on U to minimize F(U). Then we fix W and U and minimize F(C)
with respect to C. Finally, we fix U and C and minimize F(W) with
respect to W. The matrices U, C and W are updated according to
the Eqs. (2), (3) and (4) respectively.
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for 1rkrK;1rmrM
The process is repeated until the stop criteria are satisfied like

the improvement in the objective function values is small enough.
The pseudo-code of EWFCM algorithm is summarized as follows.

Algorithm. EWFCM Clustering Algorithm

Input: The number of objects N, object attributes M, clusters K;
parameter α and γ, and a small enough error ε.

Randomly choose K objects as initial cluster centers and set all
initial weights of each attribute to 1/M, t¼0;

Repeat

Update the partition matrix U by (2);
Update the cluster center matrix C by (3);
Update the attribute weight matrix W by (4);
Calculate the objective function F(t) by (1);
tþþ;

Until FðtÞ �F ðt�1Þ
��� ���oε

According to the definitions above, the computational com-
plexity of EWFCM is O(tKNM), where t is the total number of
iterations required, and N, M, K indicate the number of data
objects, data dimensions and clusters respectively. For the storage,
we need O(NM þ 2KMþKN) space to keep the data objects (NM),
the cluster centers (KM), the membership matrix (KN) and the
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