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a b s t r a c t

Alzheimer's Disease (AD) is currently attracting much attention in elders' care. As the increasing avail-
ability of massive clinical diagnosis data, especially the medical images of brain scan, it is highly sig-
nificant to precisely identify and predict the potential AD's progression based on the knowledge in the
diagnosis data. In this paper, we follow a novel sequential learning framework to model the disease
progression for AD patients' care. Different from the conventional approaches using only initial or static
diagnosis data to model the disease progression for different durations, we design a score-involved
approach and make use of the sequential diagnosis information in different disease stages to jointly
simulate the disease progression. The actual clinical scores are utilized in progress to make the prediction
more pertinent and reliable. We examined our approach by extensive experiments on the clinical data
provided by the Alzheimer's Disease Neuroimaging Initiative (ADNI). The results indicate that the pro-
posed approach is more effective to simulate and predict the disease progression compared with the
existing methods.

& 2016 Elsevier B.V. All rights reserved.

1. Introduction

Alzheimer's Disease (AD) is a kind of presenile dementia,
which is the common neurodegenerative disease appearing in the
elders over 65 years old, with the symptoms of memory loss and
disorder of central nervous system, and potentially resulting in
death [1]. It has been reported that there are over 26 million AD
patients all over the world by 2011, and this number will go
beyond 114 million by 2050 [2,3]. Therefore, the timely AD diag-
nosis and treatment are of high significance and have attracted
much concern recently, and researchers have taken efforts to
simulate and predict the disease progression to benefit the
elders' care.

With the increasing availability of medical diagnosis data [4]
and the development of image processing [5], machine learning

methods have been engaging the AD pattern analysis and pro-
gression prediction based on the massive diagnosis data, especially
the medical images of brain scan, including Magnetic Resonance
Imaging (MRI) and Positron Emission Tomography (PET). These
neuroimaging data are popularly used to understand the AD pro-
gression and identify the diagnosis of AD and its early stage, Mild
Cognitive Impairment (MCI). Our work will focus on the challenges
and innovations in neuroimaging analysis.

There are several research directions for analyzing the AD
progression based on the medical image data. The first one starts
from the image processing direction and focuses on the volume of
different brain regions [6]. Guo et al. [7] discovered the relation-
ship between the AD progression and the decrease of gray matter
volume in the hippocampus, parahippocampal gyrus and insula
and superior temporal gyrus. However, such methods only limit
the applications within individual levels and it is hard to discover
more general rules to identify the progression. Besides this, many
works propose to develop classification models to distinguish
different disease status [8–10], and determine the clinically
defined categories of the subjects [11,12], such as AD, MCI and
healthy Normal Control (NC). Survival model has also been applied
to simulate the AD progression from the statistical point of view
[13,14]. Recently, as the clinical scores are commonly accepted to
indicate the disease status, regression model has been more
popularly investigated to predict the AD patients' status in terms
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of clinical scores, such as Mini-Mental State Examination (MMSE)
or Alzheimer's Disease Assessment Scale-Cognitive subscale
(ADAS-Cog), based on the original diagnosis data [15–17]. In the
regression model research, since the high-dimensional neuro-
image data are involved to generate the features, various methods
have been proposed to effectively improve the performance, such
as dimension reduction technique [18,19] and feature selection
technique [20–23]. Specifically, Zhang et al. [24] proposed to
address both disease diagnosis and clinical score prediction
simultaneously, and combine these two tasks in a unified frame-
work based on the correlated feature selection, which is also called
Joint Regression and Classification (JRC) problem [25]. From the
prediction effectiveness point of view, most methods of the
regression model aim to predict the target score at a specific time
point, such as one year [18], while more prediction scores at dif-
ferent time points are desired for a better prediction performance.

To address this problem, multi-task learning techniques [26]
have been introduced into the regression model to simulate the
disease progression and predict the clinical scores at different time
points [27,28]. Multi-task learning aims to improve the perfor-
mance of regression model building by utilizing the intrinsic
commonality among different target tasks. The shared repre-
sentation in parallel learning can help individual tasked be learned
better. It has been demonstrated that multi-task learning is
especially effective when the number of subjects is small and the
number of input features is large, which is the case of AD simu-
lation. The essential issue of multi-task learning is to discover how
the tasks are related and identify the learning model. To achieve
this, Zhou et al. [27,28] model the problem as longitudinal disease
progression and the predictions of a patient's disease status at
different time points are treated as regression tasks. These pre-
diction tasks for different time points are performed simulta-
neously and the temporal smoothness across prediction models
can be captured. Specifically, their work develop formulations that
allow the simultaneous selection of a common set of biomarkers
for multiple time points and specific sets of biomarkers for dif-
ferent time points, so as to capture the temporal patterns of the
biomarkers in disease progression.

The approaches based on multi-task learning model tactfully
fuse the regression tasks for different time durations into the
uniformed framework. Although different kinds of loss functions
have been employed to refine the prediction model, they still have
the following two drawbacks. Firstly, most works only learn the
regression model based on the subject features generated at the
baseline time point, and all the prediction analysis for the fol-
lowing time points is derived from the baseline information.
Therefore, if the subjects for model learning only cover limited
status of AD progression, e.g., the early stage, the regression model
will be inaccurate to describe the progression. Secondly, these
approaches fail to use the evolving feature information in progress,
which can be also utilized as feedback to enhance the regression
model. For a long term task, which is the case of the engaged
problem, the actual evolution of the subjects in progress can
increase the uncertainty for prediction and should not be ignored.

Therefore, we propose a sequential data analysis mechanism to
perform the regression model for simulating the AD progression,
and the feedback concept is involved in the model to improve the
prediction performance. In our work, we will effectively make use
of the intermediate information during the AD patients' therapy,
which includes the consecutive brain scan images and corre-
sponding clinical scores. Based on these information, our work will
jointly analyze the feature data in different time points, and the
existing clinical scores will be embedded into the model to facil-
itate the disease simulation and the clinical score prediction. The
relationship is established by building a fused sparse Lasso for-
mulation [29], which incorporates the temporal smoothness.

Generally speaking, our framework focuses more on the solu-
tion suitable for the specific application in medical care. It explores
the information and resources available in practical conditions,
and suggests the regression model accordingly. The idea of
sequential analysis is an effective simulating approach for the
continuous medical monitoring, as well as other similar scenarios.

To evaluate the performance of our approach, we conducted
extensive experimental studies on the clinical image data. Data
used in the preparation of this paper were obtained from the
Alzheimers Disease Neuroimaging Initiative (ADNI) database
(adni.loni.usc.edu). The ADNI was launched in 2003 as a public–
private partnership, led by Principal Investigator Michael W.
Weiner, MD. The primary goal of ADNI has been to test whether
serial magnetic resonance imaging (MRI), positron emission
tomography (PET), other biological markers, and clinical and
neuropsychological assessment can be combined to measure the
progression of mild cognitive impairment (MCI) and early Alz-
heimers disease (AD). The results evidently demonstrate the
effectiveness and accuracy of our proposed solutions.

2. Regression by sequential diagnosis data analysis

In this section, we will interpret our solutions in detail. We will
introduce the basic concepts and notations first, and then explain
the regression model building by sequential data analysis.

2.1. Preliminaries

In the AD caring, the target patients will receive regular MRI or
PET scan in fixed time interval, and their cognitive scores will be
measured accordingly. Based on the acquired medical image data,
the regression object aims to predict the cognitive score at specific
time points.

Assume that a patient's brain-scan image can be processed into
d-dimensional feature data, and for this patient' brain-scan
records at all time points, we can collect all the feature data
fx1; x2;…; xng. Here, for each sample xtARd, there is a corre-
sponding clinical score yt (MMSE or ADAS-Cog) measured at the
same time. In our test corpora, we have the record collection for all
patients under monitoring. The regression model simulates the
relationship between the collected feature data and the corre-
sponding target clinical measures, so as to predict the patient's
potential clinical score at the specific data point in future.

2.2. Regression model building

In this part, we will introduce three different approaches to
build the feasible regression model based on sequential analysis.
We will focus on the analysis of one patient to interpret the model
building.

2.2.1. Baseline sequential prediction
The first model predicts the target clinical scores at different

time points based on the baseline observation. When the patient
takes the first brain scan, we can have his initial feature observa-
tion x1, and we predict his future clinical scores yt ðt41Þ based on
x1. Importantly, when the actual score yt is available, we embed it
into the baseline feature data to facilitate the prediction of ytþ1.

More specifically, assume that ~yt is the prediction (or estima-
tion) of yt, and the regression model can be defined as given the
baseline observation x1, and the actual clinical score yt ðtZ1Þ,
predict the estimation for the clinical score at next time point
~ytþ1. Such model is called Baseline Sequential Prediction (BSP).

The model of BSP is demonstrated in Fig. 1. From the figure, we
can see that at each time point, the clinical score is predicted using
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