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ABSTRACT

This paper mainly focuses on how to construct concept lattice effectively and efficiently based on
improved variable precision rough set. On the basis of preprocessing formal concept, one algorithm that
can determine the value range of variable precision parameter f# according to the approximate classifi-
cation quality is proposed. An improved f-upper and lower distribution attribute reduction algorithm is
also proposed based on the improved variable precision rough set, the algorithm can be used for attri-
bute reduction on the original data of the concept lattice, and to eliminate the redundant knowledge or
noises of the formal context. For the reduced formal context, the paper combines the concept con-
struction algorithm with an improved rule acquisition algorithm seamlessly, and proposes a novel
approach of concept lattice construction based on improved variable precision rough set. Finally, a
concept lattice generation prototype system is developed, this paper also performs comprehensive
experiments, and the effectiveness of the improved algorithm is proved through the experimental
results.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Formal concept analysis is an effective approach for data ana-
lysis, especially for given information, it originated from the phi-
losophical notion of concepts. The concept hierarchical con-
structure can be extracted from the formal context of the specific
domain represented with binary relation. Concept, as the core data
structure of formal concept analysis, describes the essential rela-
tion between the objects and features, and also displays the gen-
eralization and instantiation relations among the concepts. Its
corresponding Hasse diagram can be used for data visualization.
Rule acquisition methods based on concept lattices have been
widely used in many applications, i.e., knowledge discovery.
However, the existing concept lattice construction approaches
have many shortcomings, such as redundant rule acquisition,
sensitive to noises, high time and space complexity.

The rough set theory proposed by Z. Pawlak provides a new
tool for processing fuzzy, imprecise or incomplete data. It can
derive the decision or classification rules through knowledge
reduction and does not sacrifice the classification ability of infor-
mation system [1]. The classical rough set theory can reduce the
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data set effectively, however, it may cause excessive reduction, so
that the necessary information may lose and the generalization
ability will decrease. The knowledge reduction approach based on
variable precision rough set model (VPRS) can effectively prevent
the loss of essential information and increase necessary redun-
dancy by setting the parameter f3, thus the system can maintain
good performance of generalization, error tolerance and noise
controlling.

There have been many research works on concept lattice con-
struction using rough set. Lai et al. studied the concept lattice in
fuzzy context based on formal concept analysis and rough set
theory, their research results demonstrated that the knowledge
representation ability of rough set based concept lattice was
weaker than that of the concept lattice based on formal concept
analysis [2]; Wang et al. demonstrated the general relations
between the concept extension and the equivalency classes of
rough set theory, and studied the relations between the formal
context reduction in concept lattice and attribute reduction with
rough set theory [3]; Kang et al. brought formal concept analysis
into rough set theory and proposed a rough set model based on
formal concept analysis, and thus provided a new interpretation
based on formal concept analysis [4]; Wei et al. studied reduction
theory from the perspectives of rough set and formal concept
analysis, and conducted comparative studies of the both per-
spectives [5]; Xiao et al. studied rough sets in the context of
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concept lattice and provided special rough set attributes through
the approach of determining the consistency of ideal lattices [6].

The previous research works brought discernibility matrix
method of rough sets into concept lattices reduction [7,8], and
obtained the minimal attribute sets on the premise of not chan-
ging the concept lattices structure. The reduction approaches of
the rough set can be used to reduce the formal context directly [9],
so that it can eliminate redundant concepts and improve the
efficiency of lattice construction. The above methods integrated
rough set approaches into the reduction and construction of
concept lattices, but they cannot process the incomplete and noisy
data efficiently. On the basis of the previous research works, this
paper mainly studied the concept lattice construction method
based on VPRS in order to improve the efficiency of concept lattice
construction and anti-noise ability.

This paper applies VPRS f-upper and lower distribution attri-
bute reduction algorithm to formal context reduction, and pro-
poses a concept lattice construction algorithm based on improved
VPRS. The main idea is as the follows: firstly, by taking the effect of
the approximate classification quality on f into consideration on
the basis of preprocessing the formal context, the paper proposed
VPRS y—/ algorithm for determining value range of through
approximate classification quality (y). Secondly, an improved /S-
upper and lower distribution attribute reduction algorithm is also
proposed based on the improved variable precision rough set, the
algorithm can be used for attribute reduction on the original data
of the concept lattice, and to eliminate the redundant knowledge
or noises of the formal context. Secondly, attributes of original
concept lattice data (the formal context) can be reduced with
improved VPRS fS-upper and lower distribution attribute reduction
algorithm to eliminate redundant knowledge and noises in the
formal context. Since the improved VBPS f-upper and lower dis-
tribution attribute reduction can simplify redundant knowledge
reduction in formal context significantly, construction of concept
lattice in reduced formal context can effectively reduce redundant
nodes in lattices and increase their anti-noise ability.

Finally, a generation system of concept lattice based on VPRS is
developed to verify the proposed algorithm. Each step of concept
lattice construction is displayed to users intuitively through the
visual interface. And the functionality of the system is described
detailedly. The structure of this paper is as follows: the related
research works are described in Section 2; Section 3 introduces the
constructing method of concept lattice reduction based on variable
precision rough set; the experiments are performance in Section 4;
Section 5 concludes the paper.

2. Related works
2.1. Rough set attribute reduction method

Attribute reduction is a very important research topic in rough
set theory. In many large systems, only part of the data tables must
be preserved, the rest are redundant. Excessive redundancy not
only leads to waste of storage, but also causes difficulties in
decision making. It can enhance the clarity of prospective
knowledge in the system if the redundant attributes can be
removed. Up to now, many researchers have studied the attribute
reduction and related problems, and proposed a variety of attri-
bute reduction algorithms, such as: generalized distribution table
reduction [10], information entropy based reduction [11], decision
logic reasoning, and the integration of discernibility matrix and
logic computation [12].

Attribute reduction refers to elimination of redundant attri-
butes effectively under the precondition of maintaining the clas-
sification ability of an information system. Finding the optimal

reduction set of an information system is a proven NP-hard pro-
blem [13], and the research works about the attribute reduction
methods are based on heuristic methodology. The current
domestic researches in this area mainly focus on bringing intelli-
gent computation methods into heuristic approaches [14].

The methods commonly used to deal with attribute reduction
can be categorized as follows:

(1) Attribute importance based approaches: This kind of methods
treat the attribute importance as the heuristic conditions
€then select the attributes with maximum importance step by
step until obtaining the attribute reduction.

(2) Discernibility matrix based approach: This kind of methods can
discriminate the information contained by the matrix, for
example, taking the attribute frequency as the heuristic con-
dition€then get the reduced attribute one by one.

(3) Genetic algorithm based approach: Genetic algorithm can
obtain effective reduction. There are many algorithms of this
category, of which the differences are mainly in presentation
and fitness function.

(4) Extension rule reduction approach: Starzyk, Nelson and Sturtz
proposed a new concept called strong equivalence, which has
been developed into a generalized law and is used to reduce
discernibility function repaidly. Experimental results indicate
that this algorithm is much more efficient than the base
algorithms, so it can process larger data sets.

(5) Dynamic reduction approach: Dynamic reduction is the most
stable reduction given decision table to some extent, it is the
most common reduction of sub tables generated by random
sampling from given decision table, and it can also effectively
enhance the ability of anti-noise reduction. The calculation of
dynamic reduction is very simple, the main task is to sample
the decision tables, then calculate all reductions after sam-
pling. The reductions that remain unchanged or approxi-
mately unchanged are the dynamic reductions.

The calculation of reduction generally begins from the core, the
computation of the core can be obtained through the definition, or
through the discernibility matrix. The completeness of attribute
reduction should be deserved much attention: the reduction
resulted from the calculation may not be the minimal reduction.
After the reduction of the decision system attribute sets are found
through attribute reduction technique, the decision rules can be
obtained by using the reduction, and the left part of the rules will
be a little short. However, if there are still too many attributes in
the reduction, the length of the rule's left part is still too long. The
shorter reduction can be obtained by calculating approximate
reduction, which can be seen as the approximation of conditional
attribute set, the attributes number of which is less than that of
common attribute reduction algorithm.

At present, variable precision rough set model has been suc-
cessfully used in many fields, such as knowledge mining [15],
decision support system [16] and expert system [17]. Likewise,
knowledge reduction is an important research direction of VPRS.
However, the related methodologies and theories are still imma-
ture. The current reduction methods based on VPRS mainly
include f reduction [18], S-upper and lower approximation
reduction [19], f distribution reduction [20] and structure-
retaining reduction method [21]. Variable precision threshold f
is usually decided by the experts. Some researchers have proposed
the selection method of f [22,23], which can reduce some diffi-
culties in determining f caused by the lack of prior knowledge.
Presently, there are not many research works in knowledge
acquisition by combining the VPRS theory with concept lattice, it is
worth well studying.
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