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a b s t r a c t

This paper investigates the H1 filtering problem for discrete time-delay systems with quantization and
stochastic sensor nonlinearity. The problem of quantization considered in this paper is logarithmic
quantization and the quantization error is processed into an uncertain term. The sensor nonlinearity is
supposed to occur randomly on the basis of a stochastic variable obeying the Bernoulli distribution and
the nonlinear decomposed technique is introduced to deal with the nonlinear term. The time-varying
delay of systems is processed by using the Scaled Small Gain (SSG) theorem. The LMI-based sufficient
conditions in view of the SSG and the Lyapunov–Krasovskii functional (LKF) approach are presented to
guarantee the error system mean square stable and with the prescribed H1 performance index γ. An
example is given to illustrate the effectiveness of the proposed method.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

As is known to all, in the past few decades, the filtering technology
for discrete-time systems has been playing a decisive role in various
fields including control and signal processing, target tracking, and
image processing [1–3]. The Kalman filtering is the first filtering
technology that scholars have begun to study. But for the main con-
straint of Kalman filtering which holds a linear system model with
Gaussian distributions of all noise terms and measurements, the H1
filtering is introduced instead of the classical Kalman filtering. So, the
H1 filtering problem has attracted a lot of scholars to study. Up to
now, the main results for the research and analysis on the H1 filtering
problem have been yielded, see [4–7] and the references therein.

In recent years, the study of the networked control systems
(NCSs) is a hot research field in the international academic com-
munity. The stable performance of NCSs is affected by many fac-
tors, which include delay, quantization, interference, uncertainty,
data loss and nonlinear, etc. Therefore, under the influence of
these factors, how to ensure the stability of systems is the focus of
research. For example, the design problem of H1 filter for discrete-
time systems with time-varying delay has been investigated in [7],

where a method for designing a mode-dependent filter has been
proposed. Reference [8] gives a simple stability criteria for systems
with time-varying delays. The problem of sampled-data synchro-
nization for Markovian jump neural networks with time-varying
delay is considered in [9]. The problem of quantization has been
discussed in [10–12]. A new control strategy with on-line updating
the quantizer's parameter is proposed in [13]. The achievements
about the analysis of uncertainty have been considered [4,14–16].
The research on nonlinear problems has also achieved remarkable
results, see [5,17,18].

Recently, another interesting problem is that how to use the
SSG to research the stable performance of systems. The SSG is the
theoretical basis of the input and output stability method. This
approach could give results with mush less conservatism. And it
has been effectively used to deal with the time-delay systems. A
new model transformation of discrete-time systems with time-
varying delay by the lower and upper delay bounds has been
introduced in [19]. Then, the results of [19] have been further
improved in [20]. In [21], the application of the SSG in H1 filtering
problems has been reported. The problem of the filtering with
sensor nonlinearity has been discussed in [18]. However, to the
best of the author's knowledge, up to now, little work regarding
the application of the approach in the H1 filtering problems with
stochastic sensor nonlinearity and quantization has been reported
yet, which is the purpose of this paper.

In this paper, the quantized H1 filtering problem for discrete
time-delay systems with quantization and stochastic sensor
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nonlinearity is investigated. First, the quantization error of loga-
rithmic quantization is expressed in the form of uncertainty, and
the nonlinear function of the system will be decomposed into a
linear term and a nonlinear term by the nonlinear decomposed
technique. Then, a model transformation is applied to the original
system. In order to ensure the approximation error to be as small
as possible, a two-term approximation constructed by the lower
and upper delay bounds is employed for the time-varying delay.
Combined with the LKF and the SSG approach, the new sufficient
conditions for the existence of the H1 filter are established.
Finally, an illustrative example is presented to show the feasibility
of the proposed method.

The organization of this paper is as follows. Section 2 presents
the problem of the H1 filtering under consideration and some
preliminaries. Section 3 gives a design method of the H1 filtering
strategies. In Section 4, an example is presented to illustrate the
effectiveness of the proposed method. Finally, Section 5 gives
some concluding remarks.

Notation: Throughout this paper, Rn represents the n-dimen-
sional Euclidean space, Rn�m is the set of all n�m real matrices.
Given a matrix U;UT and U�1 denote its transpose, and inverse
when it exists, respectively. The notation P40 ðZ0Þ for PARn�n

means that P is real symmetric and positive definite (semidefinite).
The symbol n within a matrix represents the symmetric entries,
and the block-diagonal matrices are denoted by diag{⋯}. M1○M2

means the series connection of mapping M1 and M2, JxJ L2 9ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP1
0 xT ðkÞxðkÞ

p
represents the L2 norm of series x(k) and J � J1

denotes the L2-induced norm of a general operator, and Ef�g
denotes the expectation operator with respect to some probability
measure.

2. Problem statement and preliminaries

2.1. Problem statement

Suppose the following system with time-delay and stochastic
sensor nonlinearity:

xðkþ1Þ ¼ AxðkÞþAtxðk�tðkÞÞþBωðkÞ;
yðkÞ ¼ ð1�βðkÞÞφðCxðkÞþCtxðk�tðkÞÞÞ

þβðkÞðCxðkÞþCtxðk�tðkÞÞÞþDωðkÞ;
zðkÞ ¼ LxðkÞ; ð1Þ
where xðkÞARn is the state, yðkÞARm is the measured output, ωðk
ÞARq is the disturbance input that belongs to L2½0;1Þ and zðkÞARp

is the signal to be estimated. AARn�n, AtARn�n, BARn�q, CARm�n,
CtARm�n, DARm�q and LARp�n are constant matrices with
appropriate dimensions. t(k) denotes the time-varying delay and
satisfies

t1rtðkÞrt2; t12 ¼ t2�t1 ð2Þ
where t140 and t240 denote the lower and upper bounds of the
delays, respectively. The symbol φ represents the sensor non-
linearity with the following sector condition [17]:

ðφðhÞ�R1hÞT ðφðhÞ�R2hÞr0; hARm; ð3Þ
where R1 and R2 are diagonal matrices satisfying R24R1Z0. The
stochastic variable βðkÞ obeys the Bernoulli distribution, which is
introduced to account for the phenomena of randomly occurred
sensor nonlinearity and taking the values of 0 and 1 with

PrfβðkÞ ¼ 1g ¼ β; PrfβðkÞ ¼ 0g ¼ 1�β; ð4Þ
where βA ½0;1� is a known constant of probability density. In order
to technical convenience, CxðkÞþCtxðk�tðkÞÞ is expressed by � ,
and the nonlinear function φð�Þ can be decomposed into a linear

term and a nonlinear term as

φð�Þ ¼φrð�ÞþR1� ; ð5Þ
where the nonlinearity φrð�Þ satisfies

φrð�ÞT ðφrð�Þ�R�Þr0; R¼ R2�R140: ð6Þ
The problem considered here is to estimate the signal z(k). Due

to the introduction of the network, the signal needs to be quan-
tized before entering the filter. Therefore, considering the follow-
ing quantized filter described by

xf ðkþ1Þ ¼ Af xf ðkÞþBf qðyðkÞÞ;
zf ðkÞ ¼ Cf xf ðkÞ; ð7Þ

where xf ðkÞARn is the filter state, zf ðkÞARp is the estimation of z(k),
and the constant matrices Af , Bf and Cf are filter matrices to be
determined. qðyðkÞÞ is the quantized measured signal, and the sym-
metric logarithmic quantizer [10] is employed, which is denoted as
qð�Þ ¼ ½q1ð�Þ; q2ð�Þ;…; qmð�Þ� and qjðuÞ ¼ �qjð�uÞ, j¼ 1;… ;m. For each
qjð�Þ, the set of quantized levels is described by

Uj ¼ f7σi
jjσi

j ¼ ðρjÞi � σ0
j ; i¼ 71; 72;…g [ f0g; ð8Þ

where 0oρjo1;σ0
j 40, and ρj is the quantizer density of the sub-

quantizer qjð�Þ, and σj0 denotes the initial quantization values of the jth
sub-quantizer qjð�Þ, which is defined as

qjðuÞ ¼
σi
j;

1
1þυj

σi
jour 1

1�υj
σi
j;

0; u¼ 0;
�qjð�uÞ; uo0;

8>>>><
>>>>:

ð9Þ

where υj ¼ 1�ρj
1þρj

is the quantizer parameters.
Furthermore, qðyðkÞÞ can be rewritten in the following form:

qðyðkÞÞ ¼ ðImþΣðkÞÞyðkÞ; ð10Þ
where ΣðkÞ ¼ diagfΣ1ðkÞ;Σ2ðkÞ;…;ΣmðkÞg, Σ jðkÞA ½�υj;υj�, j¼ 1;2;
… ;m.

Then, the quantized filter (7) can be expressed as

xf ðkþ1Þ ¼ Af xf ðkÞþBf ðImþΣðkÞÞyðkÞ;
zf ðkÞ ¼ Cf xf ðkÞ: ð11Þ

By combining (1) with (11), and defining ζðkÞ ¼ ½xT ðkÞ xTf ðkÞ�T ,
eðkÞ ¼ zðkÞ�zf ðkÞ, the filtering error system can be written as

ζðkþ1Þ ¼ ðAþAΣHÞζðkÞþðAtþAtΣ ÞHζðk�tðkÞÞ
þðArþArΣÞHTφrð�ÞþðBþBΣ ÞωðkÞ
þðβðkÞ�βÞ½ðA1þA1Σ ÞHTHζðkÞ
þðA2þA2Σ ÞHTHζðk�tðkÞÞþðA3þA3Σ ÞHTφrð�Þ�;

eðkÞ ¼ CζðkÞ; ð12Þ

where

A ¼
A 0

βBf Cþð1�βÞBf R1C Af

" #
; AΣ ¼ AΣΣðkÞC;

At ¼
At

βBf Ctþð1�βÞBf R1Ct

" #
; AtΣ ¼ AΣΣðkÞCt ;

Ar ¼ ð1�βÞBf ; ArΣ ¼ ð1�βÞBfΣðkÞ;

B ¼
B

Bf D

" #
; BΣ ¼

0
Bf

" #
ΣðkÞD; H ¼ ½I 0�;

A1 ¼ Bf ð1�R1ÞC; A1Σ ¼ BfΣðkÞð1�R1ÞC;
A2 ¼ Bf ð1�R1ÞCt ; A2Σ ¼ BfΣðkÞð1�R1ÞCt ;

A3 ¼ �Bf ; A3Σ ¼ �BfΣðkÞ; C ¼ ½L �Cf �;
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