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a b s t r a c t

In order to more accurately model time-varying nonlinear systems, we propose a regularized online
sequential extreme learning machine with adaptive regulation factor (ROSELM-ARF). The construction of
a new objective function allows for the online updating of both the model coefficient as well as the
regulation factor, while negating the influence of the cumulate error. This differs from the traditional
regularized online sequential extreme learning machine (ReOS-ELM) which only updates the model
coefficient. The development and application of a two-step solving method is used to determine the
optimal parameters, where the optimal regulation factor is derived using the proposed fast and online
leave-one-out cross validation (FOLOO) method. The computational performance could be drastically
improved by using the proposed FOLOO method as compared to using the existing leave-one-out cross
validation (LOO) method. The application of the proposed method in the modeling of two practical cases
is done in order to demonstrate its effectiveness. The experimental results indicate that the proposed
method provides a more accurate model than several conventional modeling methods, while also
improving the computational performance.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

Data driven modeling methods have typically been used to
model complex systems, which tend to be highly nonlinear with
variations in time and are comprised of many unknown dynamic
factors. A well-known data-driven modeling method is the neural
networks (NN) method, which has been widely applied in industry
[1–8]. However, training algorithms of these NN methods are
complex and usually far slower than required [9]. As a result, the
framework of the NN methods was recently used to develop the
extreme learning machine (ELM) in order to improve the compu-
tational performance of the single-hidden-layer feedforward neural
networks. The ELM is computationally attractive due to the random
generation of both its input weights and node biases and its ability
to analytically determine its output weights [9–14]. The ELM also
has a short training time and uniform approximation ability for any
system, making it applicable for a wide range of uses [9–25].

The ELM has initially been developed for offline learning [11],
however, recent efforts have focused on developing an online
learning machine, including the online sequential learning
machine (OSELM) proposed by Liang et al. [12], the fuzzy OSELM

method proposed by Rong which combined the positive aspects of
the fuzzy interface and the OSELM [13]. The OSELM also incor-
porated the use of a forgetting mechanism [18–20], and a timeless
OSELM which was designed to have a shorter training time [21].
Despite the successful application of these offline and online ELM
methods, they all continue to minimize the empirical risk while
neglecting the structural risk, which can potentially lead to a poor
generalization and over-fitting [22].

Recently, some regularized OSELM (ReOS-ELM) methods have
been developed which were designed to consider both the
empirical risk and the structural risk. Models built utilizing these
methods were shown to have improved generalization capabilities
[22–25]. However, while these methods consider the time-varying
nature of the empirical risk, they neglect those of the structural
risk resulting from a constant regulation factor in all time, greatly
limiting their effectiveness when modeling unknown time-varying
nonlinear systems. Time-varying systems should have different
structural risks in different nonlinear regions. The structural risk is
decided by the regulation factor, indicating that the regulation
factor should also vary over time with the time-varying nonlinear
dynamics.

Here we propose a ReOS-ELM with adaptive regulating factor
(ROSELM-ARF) for the modeling of unknown time-varying non-
linear systems. A new objective function is first constructed to
online update not only the model coefficient but also the
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regulation factor, avoiding the influence of the cumulate error. This
approach differs from the traditional regularized online sequential
extreme learning machine (ReOS-ELM) in which only the model
coefficient is updated. A two-step solving method is then devel-
oped in order to determine the optimal parameters, where a fast
and online leave-one-out (FOLOO) method is proposed in order to
derive the optimal regulation factor. This FOLOO method greatly
improves the computational performance as compared to the
existing LOO method.

The organization of this paper is as follows: an overview of the
ReOS-ELM is given in Section 2; the details of the proposed ReOS-
ELM with adaptive regulating factor are described in Section 3;
experimental support and comparisons are presented in Section 4;
the overall conclusions are discussed in Section 5.

2. Review of regularized online sequential extreme learning
machine (ReOS-ELM)

Consider the following nonlinear time-varying system

wkþ1 ¼ g½wk;uk;qk�
yk ¼ f � ½wk;qk�

(
ð1Þ

where wk, uk and yk represent the state, input and output of
the systems, g and f � are unknown nonlinear functions, and qk

denotes the time-varying parameter vector.
A general I/O representation of the system (1) can be described

by the following equation:

yk ¼ f ðxkÞ ð2Þ

where f is an unknown function, xk ¼ ½yk�1; yk�2;⋯; yk�r;uk�1;

uk�2; :::;uk�r�, and r represents system order. Here, the ReOS-ELM is
trained to represent the dynamic behavior of unknown system (1),
as shown in Fig. 1.

For N arbitrary distinct samples xj; yj
� �

, j¼1,…, N, in the ReOS-

ELM, the system model could be represented as

H Uβ¼ Y ð3Þ

Where H ¼ h1;h2; :::;hN
� �T, hj ¼ hj1;hj2; :::;hjN �

� �T , β¼ β1;β2;
�

::

:; βN � �T, Y ¼ y1; y2; :::; yN
� �T, and ~N is the neurons number. Any

bounded nonlinear function could be chosen as the active function
h �ð Þ [30]. For example, the radial basis function (RBF) is chosen as
the active function hjs ¼ expð� j jxj�cs j j=bsÞ (s¼1,2,…, ~N), where
cs and bs are the center vector and the width factor. The only
unknown variable that needs to be determined in this model is
coefficient β.

The objective function can then be represented as follows [22]:

min
β

L¼ j jβj j 2þγ
XN
j ¼ 1

ε2j ð4Þ

s:t: yj ¼ hðxjÞUβþεj; j¼ 1;2; :::;N ð5Þ

where γ is a constant regulation factor that is typically given prior
to optimization. Solving this optimization problem leads to the
derivation of the online form of this solution, given as follows [22]:

Lk ¼ Lk�1þHT
kHk

βk ¼ βk�1þL�1
k HT

k Yk�Hkβ
k�1

� �8<
: ð6Þ

the initial values are given as:

L0 ¼HT
0H0þ1

γI

β0 ¼ L�1
0 HT

0Y0

8<
:

where Y0 ¼ y1; y2; :::; yN0

� �T, H0 ¼ h1;h2; :::;hN0

� �T, Hk ¼
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they arrive in a series of chunks, miði¼ 1; :::; kÞ is the sample
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is

the new output vector, and βk is the model coefficient at the
kth time.

Despite the widespread application of ReOS-ELM, it still has the
following disadvantages:

■ As the sample number N increases, the value of the second norm

term γ
PN
j ¼ 1

ε2j in the optimization (4) becomes larger, however,

the first norm term j jβj j 2 is unaltered. This disrupts the balance
between these two norm terms, which leads to the empirical
risk and the structural risk being unbalanced. This means that
these methods consider the time-varying nature of the empiri-
cal risk and pay no attention to those of the structural risk;

■ The built model has a low capability for adapting to the time-
varying dynamics of the system due to the regulation factor
being held constant at all times.

3. Regularized online sequential extreme learning machine
with adaptive regulation factor (ROSELM-ARF)

In order to model an unknown time-varying nonlinear system,
a ROSELM-ARF is proposed, as shown in Fig. 2. Using this method
allows for both the model coefficient β and the regulation factor γ
to be updated in real time, according to the modeling error in
order to track the time-varying dynamics of the system. The
influence of the cumulate error is also taken into consideration. As
the proposed method considers the time-varying nature of both
the empirical risk and the structural risk, it is capable of accurately
modeling the time-varying nonlinear system.

Unknown 
system (1)

ReOS- 
ELM k+1ŷk-ry

k+1y

ky
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Fig. 1. ReOS-ELM model for I/O representation.
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