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a b s t r a c t

In this paper, we propose two alternative schemes of fast online sequential extreme learning machine
(ELM) for training the single hidden-layer feedforward neural networks (SLFN), termed as Cholesky
factorization based online regularized ELM with forgetting mechanism (CF-FORELM) and Cholesky fac-
torization based online kernelized ELM with forgetting mechanism (CF-FOKELM). First, the solutions of
regularized ELM (RELM) and kernelized ELM (KELM) using the matrix Cholesky factorization are intro-
duced; then the recursive method for calculating Cholesky factor of involved matrix in RELM and KELM is
designed when RELM and KELM are applied to train SLFN online; consequently, the CF-FORELM and CF-
FOKELM are obtained. The numerical simulation results show CF-FORELM demands less computational
burden than Dynamic Regression ELM (DR-ELM), and CF-FOKELM also owns higher computational
efficiency than both FOKELM and online sequential ELM with kernels (OS-ELMK), and CF-FORELM is less
sensitive to model parameters than CF-FOKELM.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

Lots of research work has shown that the single hidden-layer
feedforward neural networks (SLFN) can approximate any function
and form decision boundaries with arbitrary shapes if the activa-
tion function is chosen properly [1–3]. To train SLFN fast, Huang
et al. proposed a learning algorithm called extreme learning
machine (ELM), which randomly assigns the hidden nodes para-
meters (the input weights and hidden layer biases of additive
networks or the centers and impact factors of RBF networks) and
then determines the output weights by the Moore–Penrose gen-
eralized inverse [4,5]. The original ELM is batch learning algorithm.
Over the past decade, owing to its high efficiency, ELM has gained
increasing interest from various research fields and its variants
have been designed for different purposes under general or spe-
cific conditions [6–10].

In order to train SLFN to achieve better generalization ability,
Regularized ELM (RELM) [11–13], which is equivalent to the con-
strained optimization based ELM [14,15] mathmatically, was pre-
sented by researchers. Besides, calculating inverse of invertible
matrix in RELM is less complex than calculating Moore–Penrose
generalized inverse in ELM; the RELM can greatly reduce the
randomness effect in ELM [16].

In order to train SLFN to capture late characteristics of identi-
fied systems, especially nonstationary time series or time-varying
systems where training data have timeliness, Zhang and Wang,
using the block matrix inverse formula [17], proposed Dynamic
Regression ELM (DR-ELM) [18], that is, Local ELM (LELM) [19].
Recently, Zhou et al. presented online RELM with forgetting
mechanism (FORELM) [20] invoking Sherman–Morrison formula
[17]. Both DR-ELM and FORELM study a given number of samples,
i.e., those samples during the sliding time window.

If the feature mapping in SLFN is unknown, the kernelized ELM
(KELM) can be constructed [14,15]. In order to train SLFN to
identify time-varying or nonstationary systems, Zhou et al. pre-
sented online kernelized ELM with forgetting mechanism
(FOKELM) [20], and Wang and Han proposed an online sequential
extreme learning machine with kernels (OS-ELMK) [21]. Both
FOKELM and OS-ELMK also study samples during the sliding time
window only. We do not need to select the number of hidden
nodes for these KELMs.

The time efficiency of learning algorithm is an important index
in general. In realtime applications, such as stock forecast, mod-
elling for controlled objets, signal processing, the computational
efficiency of online training algorithm for SLFN is a crucial factor.
Hence, in order to accelerate DR-ELM, FOKELM and OS-ELMK, we
design Cholesky factorization based online regularized ELM with
forgetting mechanism (CF-FORELM) and Cholesky factorization
based online kernelized ELM with forgetting mechanism (CF-
FOKELM). The numerical experiments show CF-FORELM runs fas-
ter than DR-ELM, and CF-FOKELM also owns higher computational
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efficiency than both FOKELM and OS-ELMK. Furthermore, we
compare parameters sensitivity between CF-FORELM with the
sigmoidal additive function and CF-FOKELM with Gaussian kernel
function, contrast their speed, and offer suggestions to choose CF-
FORELM or CF-FOKELM.

It should be noticed that herein CF-FORELM, like FORELM,
tunes the output weights of SLFN due to addition and deletion of
the samples one by one, viz., learns and forgets samples sequen-
tially, and network architecture is fixed. It is completely different
from those offline incremental RELM [22–24] seeking optimal
network architecture by adding hidden nodes one by one, and
learning the data in batch mode.

The rest of this paper is organized as follows. Section 2 gives a
brief review of the basic concepts and related work of RELM and
KELM. Section 3 introduces solutions of RELM and KELM by using
the Cholesky factorization. Section 4 proposes two new online
learning algorithms, viz., CF-FORELM and CF-FOKELM. Perfor-
mance evaluation is conducted in Section 5. Finally, conclusions
and discussion are given in Section 6.

2. Brief review of the RELM and KELM

For simplicity, ELM based learning algorithm for SLFN with
multiple input single output is discussed.

The output of a SLFN with L hidden nodes (additive or RBF
nodes) can be represented by

f ðxÞ ¼
XL
i ¼ 1

βiGðai; bi; xÞ ¼ hðxÞβ xARn; aiARn; ð1Þ

where ai and bi are the learning parameters of hidden nodes, and
β¼ ½β1;β2;…;βL�T is the vector of the output weights, and
Gðai; bi; xÞ denotes the output of the i-th hidden node with respect to
the input x, i.e., activation function. hðxÞ ¼ ½Gðai;b1; xÞ;Gðai; b2; xÞ;…;

Gðai; bL; xÞ� is a feature mapping from the n-dimensional input space
to the L-dimensional hidden-layer feature space. In ELM, ai and bi are
randomly determined firstly.

For a given set of distinct training data fðxi; yiÞgNi � Rn � R,
where xi is an n dimension input vector and yi is the corre-
sponding scalar observation, The RELM, i.e., constrained optimi-
zation based ELM, can be formulated as

Minimize : LPELM ¼ 1
2
JβJ2þc12 JξJ

2

Subject to : Hβ¼ Y�ξ ð2Þ
where ξ¼ ½ξ1; ξ2;…; ξN �T denotes the training error. Y ¼
½y1; y3;…; yN�T indicates the target value of all the samples. HN�L

¼ ½hðx1ÞT ;hðx2ÞT ;…;hðxNÞT �T is the mapping matrix for the inputs of
all the samples. c is the regularization parameter (a positive
constant).

Based on the KKT theorem, the constrained optimization of
(2) can be transferred to the following dual optimization problem:

LDELM ¼ 1
2
JβJ2þc

1
2
JξJ2�αT ðHβ�YþξÞ ð3Þ

where α¼ ½α1;α2;…;αN �T is the Lagrange multipliers vector. Using
KKT optimality conditions, the following equations can be gotten:

∂LDELM

∂β
¼ 0-β¼HTα ð4Þ

∂LDELM

∂ξ
¼ 0-α¼ cξ ð5Þ

∂LDELM

∂α
¼ 0-Hβ�Yþξ¼ 0 ð6Þ

Ultimately, β can be obtained as follows [11,14,15]:

β¼ ðc�1IþHTHÞ�1HTY ð7Þ
or

β¼HT ðc�1IþHHT Þ�1Y ð8Þ
In order to reduce computational costs, when N4L, one may

prefer to apply solution (7), and when NoL, one may prefer to
apply solution (8).

Invoking Eq. (8), the output of SLFN can be obtained as

f ðxÞ ¼ hðxÞβ¼ hðxÞHT ðc�1IþHHT Þ�1Y ¼ hðxÞ½hðx1ÞT ;hðx2ÞT ;…;hðxNÞT �

ðc�1IþHHT Þ�1Y

¼ ½hðxÞhðx1ÞT ;hðxÞhðx2ÞT ;…;hðxÞhðxNÞT �g

¼
XN
i ¼ 1

gihðxÞhðxiÞT ð9Þ

where g ¼ ½g1; g2;…; gN�T . Obviously, g can be calculated by solving
the following equation:

ðc�1IþHHT Þg ¼ Y ð10Þ
If the feature mapping hðxÞ is unknown, one can apply Mercer's
conditions on RELM. The kernel matrix is defined as Ω¼HHT and
Ωij ¼ hðxiÞhðxjÞT ¼ Kðxi; xjÞ. Then, the output of SLFN by kernel
based RELM can be given as

f ðxÞ ¼ hðxÞβ¼ hðxÞHT ðc�1IþHHT Þ�1Y

¼ ½Kðx; x1Þ;Kðx; x2Þ;…;Kðx; xNÞ�ðc�1IþΩÞ�1Y
¼ ½Kðx; x1Þ;Kðx; x2Þ;…;Kðx; xNÞ�g

¼
XN
i ¼ 1

giKðx; xiÞ ð11Þ

here g can be calculated by solving the following equation:

ðc�1IþΩÞg ¼ Y ð12Þ

3. The solutions of RELM and KELM by the Cholesky
factorization

Theorem 1. The matrix c�1IþHHT is a symmetrical positive defi-
nition matrix.

Proof. Symmetry. Apparenty,

ðc�1IþHHT ÞT ¼ c�1IþðHHT ÞT ¼ c�1IþðHHT Þ ð13Þ
Positive definition property. For any ζ ¼ ½ζ1; ζ2;…; ζN�a0, it holds
that

ζc�1IζT ¼ c�1
XN
i ¼ 1

ζ2i 40: ð14Þ

□

Additionally,

ζHHTζT ¼ ζHðζHÞT ¼
XN
i ¼ 1

ζiGða1; b1; xiÞ
 !2

þ
XN
i ¼ 1

ζiGða2; b2; xiÞ
 !

2þ⋯þ
XN
i ¼ 1

ζiGðaL; bL; xiÞ
 !2

Z0 ð15Þ

Now that c�1IþHHT is symmetric positive definite matrix. Denote
B¼ c�1IþHHT , then, B can be factorized in Cholesky form, i.e.,
B¼UTU , where U is an upper triangular matrix. Then U can be
calculated as following formulas:

uii ¼ bii�
Xi�1

d ¼ 1

u2
di

 !1=2

; i¼ 1;…;N ð16Þ
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