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a b s t r a c t

Feature selection has been an effective way to reduce the dimensionality of the high dimensional data. In
this paper, we propose a novel feature selection method which achieves batch feature selection using
both supervised and unsupervised data samples. The objective function includes three parts: first, under
the assumption that each data sample has been assigned a class label, the ratio of between class scatter
matrix and total scatter matrix should be minimized, where the scatter matrices are formed by the
selected features of these data samples; second, we use linear regression to model the correlations
between the data samples with supervision information and their class labels; last, we use l2;1-norm to
guarantee the sparsity of the feature selection matrix and exploit the sharing information between
supervised and unsupervised data samples jointly. Different from existing methods, our approach
exploits local discriminative information to construct the model, therefore we obtain better results from
extensive experiments compared with the existing methods.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

Recent years have witnessed a surge of multimedia data with
very high dimensionality, such as gene expression data, video
surveillance data, and meteorological data. This puts an obstacle to
the pattern recognition tasks based on these data. Under this
circumstance, dimensionality reduction has become a research
hotpot in the field of pattern recognition. Feature selection is an
effective way to achieve dimensionality reduction.

Current feature selection methods can be roughly categorized
into two classes, i.e., supervised methods, unsupervised methods.
Fisher criterion [1–3] is one of the most important supervised
methods. The fisher method computes the inter-class distance and
inner-class distance with respect to each feature, and chooses the
feature with maximum inter-class distance and minimum inner-
class distance. However, it ignores the inter-dependency between
features when multiple features need to be selected simulta-
neously. Therefore the selected feature subset cannot necessarily
guarantee optimized objective value. Recently, some researchers

aim to enhance fisher criterion by incorporating feature–feature
dependency in feature selection [4,5]. In unsupervised scenario,
class label information is unavailable directly, which makes the
task of feature selection more challenging. A commonly used
criterion in unsupervised feature learning is to select features best
preserving data similarity or manifold structure constructed from
the whole feature space [6–8], but they fail to incorporate
discriminative information implied within data, though it has
been shown to be important in data analysis [9,10].

The supervised methods are developed based on a number of
data samples with known class label information, therefore provide
higher accuracy rate when used for pattern recognition [11]. But
labeling a large number of data samples needs extensive expertise
and sometimes is not practical. On the contrary, unsupervised
methods do not need any labeling information, but they have to
assume the data set is in accordance with some specific distribu-
tion, e.g. manifold structure, and try to preserve this distribution on
the whole data set. So the effect of unsupervised method is usually
not very good. To this end, some researchers propose to use both
supervised and unsupervised methods for feature selection, and
this is the so-called semi-supervised method. Semi-supervised
methods take advantage of the data samples with known class
labels to provide prior knowledge for most data samples without
class labels. Therefore it is a good compromise between supervised
and unsupervised methods [12–14].

The key for designing an effective semi-supervised feature
selection algorithm is to develop a framework, under which the
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relevance of a feature can be evaluated by both labeled and
unlabeled data in a natural way [15]. Feature ranking is a well
studied semi-supervised feature selection method which ranks all
features with respect to their relevance and chooses the top
ranked features as the working feature vector [16]. Laplacian score
improves the efficiency of feature selection by considering the
underlying manifold structure [6]. However, without label infor-
mation the Laplacian score can hardly select discriminative fea-
tures. Based on Laplacian score, a semi-supervised feature
selection method was proposed in [17] ,but this method also
selects the most discriminating features individually and neglects
the correlations among features. In order to identify relevant
features, several spectral regression based methods have been
proposed [18–20], i.e., xu et al. [18] and zhao et al.[19] proposed
two semi-supervised algorithm based on spectral analysis, these
proposed methods try to discover both geometrical and discrimi-
nant structure in the data. In [20], an embedded model has been
proposed to minimize the feature Redundancy for Spectral Feature
selection (MRSF). Although the spectral based methods can
achieve good performance in many applications, nevertheless,
they must construct a cluster indicator first in the original data
with high dimension, which is sensible to the noise. In [21], a
semi-supervised method based on graph Laplacian has been
proposed for leveraging manifold regularization. Yang et al. [22]
proposed a one-step feature selection method, which aims to
select the most discriminative features for data representation,
where manifold structure are also considered and feature correla-
tions are evaluated by the l2;1-norm regularization, which was first
proposed in [23]. Similarly to [22], the method proposed in [24]
has gotten more accuracy by imposing a non-negative constraint.
However, without the label information, these methods will
deteriorate the feature selection performance.

Recent works have shown that there exists some common
components in multiple training resources and it is beneficial to
leverage such shared information for multimedia analysis applica-
tions, such as event detection [25,26], feature selection [27,28]. In
[25,26], two complicated event detecting algorithms have been
proposed, in which several kinds of training resources are used
and the sharing information between these training resources are
also explored to improve the detection performance. In order to
achieve a good feature selection performance, Yang et al. [27] and
Wang et al. [28] proposed to utilize the sharing information
among related tasks in their multi-task feature selection frame-
work. However, all these feature selection methods mentioned
above are designed in a supervised way, these methods will fail, if
the size of training samples is too small. Intuitively, there should
exist some sharing information between labeled and unlabeled
data collected from the same resource. It will be advantageous to
improve the performance of feature selection if such sharing
information is exploited.

The above observations motivate us to design a feature
selection method, which could select most discriminative fea-
tures by utilizing the feature correlations and the sharing
information between labeled and unlabeled data. Inspired by
[22] and [27], in this paper, we propose a novel semi-supervised
feature selection method through a multi-task way, i.e., the
proposed method contains two tasks, the supervised part task
and the unsupervised part task. For the unsupervised part task,
like [22], we consider the most discriminative information by
exploiting the underlying manifold structure and feature corre-
lations. For the supervised part task we use the label informa-
tion to guide the training process. To this end, the supervised
task and unsupervised task are combined in a framework
where the sharing information between them is exploited. In
addition, we adopt the l2;1-norm to ensure the sparsity of the
feature selection matrix and reduce the impact of the outliers.

It is worthwhile to highlight several aspects of the proposed
approach:

1. We define a discriminative model for both supervised and
unsupervised data, with an assumption that each unsupervised
and supervised data contain some sharing information.

2. Local discriminative information, instead of global discrimi-
native information, is used when building the model through
fisher criterion and linear regression. This is because it has been
observed that local information is more important than global one
in pattern recognition.

3. The l2;1-norm is exploited to regularize the feature selection
matrix. The regularization ensures the sparsity of the feature
selection matrix, more importantly, the sparsity is achieved by
learning in unsupervised and supervised samples jointly.

4. The proposed object function is non-smooth and hard to
resolve, we propose an efficient iterative approach to optimize
the model.

The rest part of this paper is organized as follows. In Section 2,
we introduce the related works. The proposed method is described
in detail in Section 3. Section 4 demonstrates the experimental
results and Section 5 concludes this paper.

2. Preliminary knowledge

2.1. l2;1-norm

For an arbitrary matrix DARr�p, we denote its l2;1-norm as

JDJ2;1 ¼
Xr

i ¼ 1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiXp
j ¼ 1

D2
ij

vuut ð1Þ

The l2;1-norm ensures the sparsity of the matrix, which is an
important virtue for feature selection [23]. In addition, the sparsity
of D is computed with some of its rows shrunk to zero, in this
respect, the l2;1-norm will contribute to selecting discriminative
features.

2.2. Unsupervised discriminative feature selection

Denote Xu ¼ fxu1; xu2;…; xung as the unlabeled training data sam-
ple set where xui ARdð1r irnÞ is the i-th datum and n is the
number of data samples.

Suppose the unlabeled data are sampled from c classes, with ni
data in the i-th class. For better description, we give each unlabeled
data sample xi

u a fictitious class label yui Af0;1gc�1ð1r irnÞ. The j-th
element of yiu equals 1 when xi

u belongs to the j-th class. We denote
the label matrix as Yu ¼ fyu1;…; yungT Af0;1gn�c . The total scatter
matrix St and the between class scatter matrix Sb of the unlabeled
data are represented as below:

St ¼
Xn
i ¼ 1

ðμ�xui Þðμ�xui ÞT ¼ ~Xu
~Xu

T

Sb ¼
Xc
i ¼ 1

niðμ�μiÞðμ�μiÞT ¼ ~XuGG
T ~Xu

T ð2Þ

where μ is the average value of all the unlabeled samples, and μi is
the average value of samples in class i, ~Xu ¼ XuHn is the centered
data matrix with Hn ¼ In�ð1=nÞ1n1

T
nARn�n , where 1nARn�1 is a

unary vector with all its elements equals 1 and InARn�n is the
identity matrix. G¼ ½G1;…;Gn�T ¼ YuðYT

uYuÞ�1=2 is the scaled label
matrix. A commonly used criterion to encode the discriminative
information is to select a number of features which can make Sb
reach its maximum while St reach its minimum. There are several
criterions to achieve that goal [9], such as trðS�1

t Sb) and trðSbÞ=trðStÞ.
Fisher score [5] is one of the most popular methods for feature
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