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a b s t r a c t

Feature selection is an important preprocessing step in data mining. Mutual information-based feature
selection is a kind of popular and effective approaches. In general, most existing mutual information-
based techniques are greedy methods, which are proven to be efficient but suboptimal. In this paper,
mutual information-based feature selection is transformed into a global optimization problem, which
provides a new idea for solving feature selection problems. First, a single-objective feature selection
algorithm combining relevance and redundancy is presented, which has well global searching ability and
high computational efficiency. Furthermore, to improve the performance of feature selection, we
propose a multi-objective feature selection algorithm. The method can meet different requirements
and achieve a tradeoff among multiple conflicting objectives. On this basis, a hybrid feature selection
framework is adopted for obtaining a final solution. We compare the performance of our algorithm with
related methods on both synthetic and real datasets. Simulation results show the effectiveness and
practicality of the proposed method.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

With the development of data acquisition and storage technology,
high-dimensional data widely exist in nature [1], finance [2], industry
[3–5], biomedicine [6–8] and many other fields, which contain
complicated nonlinear relationship among multiple features. Finding
potential useful information and building prediction model from
high-dimensional data have become one of the most important
aspects of data mining and knowledge discovery [9]. Although the
high-dimensional data could provide abundant information, it is
more and more difficult to establish accurate prediction model along
with the increasing dimensionality and scale of dataset [10]. At the
same time, the existence of irrelevant and redundant features can
easily cover up the effect of important features, which will have
negative impact on modeling. Therefore, to deal with these problems,
dimensionality reduction approaches, including feature extraction
and feature selection, have attracted much attention.

Feature selection [11] is the process of selecting one informative
feature subset from the original dataset. It is a key problem in the
field of pattern recognition and widely used for processing high-
dimensional dataset. Compared to feature extraction, feature selec-
tion could maintain physical properties of the original features and
has better interpretability, which has been widely used in time series

analysis [12] and pattern classification [13]. For example, in order to
improve the prediction accuracy and reduce training time, selecting
proper training set instance is an important preprocessing step for
long-term time series prediction. For the problem of hyperspectral
image classification, there are numerous features that can be
extracted from the original image. Choosing the most important
feature subset not only simplifies the classifier, but also improves the
classification accuracy and generalization performance. Thus, feature
selection is an essential part for solving real world applications.
Currently, researches of feature selection method mainly focus on the
following two aspects [14]: defining an appropriate evaluation
criterion and designing an effective search strategy.

To realize dimensionality reduction of feature space, correlation
analysis measures [15] are necessary. At present, the commonly used
methods include Granger causality analysis, Pearson correlation
coefficient, canonical correlation analysis (CCA), mutual information
(MI), etc. Among them, MI [16] can measure both the linear and
nonlinear dependency between features without any prior knowl-
edge, which has been widely applied in feature selection problem.
The basic idea of MI-based feature selection algorithm [17] is to select
one optimal subset from the original dataset by maximizing the joint
MI between the input features and target output. However, when
dealing with high-dimensional data, estimation of high-dimensional
MI is very difficult and has high computational complexity, which
limits the applications of this method. To avoid estimating the joint
MI, most of the existing methods adopt low-dimensional MI approx-
imation, such as mutual information feature selection (MIFS) [18],
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minimal redundancy maximal relevance (mRMR) [19], normalized
mutual information feature selection (NMIFS) [20], etc. This kind of
method has low computational complexity and archives good feature
selection results.

Search strategy is another key problem of feature selection [21],
which contains exhaustive search, heuristic search, random search,
etc. The exhaustive search, that evaluates all possible subsets, is a
global optimal search strategy. However, as the dimensionality of
input features increases, it becomes impractical and infeasible,
because of its high computational complexity. Hence, a variety of
heuristic methods with relative low computational complexity have
been adopted for feature selection, such as sequential forward
selection and backward elimination [22]. But, these algorithms
suffer from nesting effect and easily lead to suboptimal results, as
they do not take the interdependence among multiple features into
consideration. In order to achieve better results, efficient global
search strategy is needed. Evolutionary algorithms [23] with global
search ability and high computational efficiency are highly suitable
for solving the problem of feature selection.

Traditionally, a single objective function is designed for feature
selection problem. However, feature selection is a multi-objective
problem essentially [24,25]. For example, Peng et al. [19] proposed
two objective functions, which are maximal relevance and minimal
redundancy, for MI-based feature selection problem. The weighting
method can integrate different objectives into a single function, but
the weights among multiple objectives are difficult to automatically
identify. In addition, the different objectives are usually conflicted,
which should be optimized simultaneously to achieve a trade-off
between them. Therefore, treating feature selection as a multi-
objective problem, that has no additional parameters to be opti-
mized, is more appropriate to meet different goals [26,27].

In this paper, we investigate several commonly used MI-based
feature selection algorithms and propose global MI-based feature
selection methods based on single-objective and multi-objective
optimization. First, a global optimization framework for MI-based
feature selection is proposed. Then, a hybrid feature selection algo-
rithm is presented, which combines the efficiency of filters and the
high accuracy of wrappers. And the time complexities of the proposed
methods are detailed analyzed. Experimental results on both synthetic
and real datasets show the performance of the proposed method. The
rest of this paper is organized as follows. In Section 2, the background
of MI will be introduced and MI-based feature selection methods will
be discussed and compared in detail. In Section 3, we will give a
detailed presentation for the proposed global MI-based feature selec-
tion methods. And the experimental results are analyzed in Section 4.
Finally, the conclusions are given in Section 5.

2. Review of mutual information-based feature selection

In this section, we briefly review the definition and estimation
of mutual information (MI). Then, detailed analyses of the com-
monly used MI-based feature selection algorithms are provided.

2.1. Mutual information

In the field of probability theory and information theory, MI is a
kind of method for correlation analysis, which is used to measure
statistical dependency between random variables. For two con-
tinuous random variables X and Y with probability density func-
tion pðxÞ and pðyÞ respectively, the MI is defined as follows:

IðX;YÞ ¼
ZZ

pðx; yÞlog pðx; yÞ
pðxÞpðyÞdxdy ð1Þ

where pðx; yÞ is the joint probability density function of X and Y. In
general, the stronger correlation between two random variables is,

the larger MI they will have. In a particular case, when the two
random variables X and Y are independent, that is pðx; yÞ ¼ pðxÞpðyÞ,
the MI will be zero.

Then, extend the pairwise MI to high-dimensional case. Con-
sidering the dependency between multiple random variables
X1;X2;…;Xmf g and Y, we can obtain the joint MI as follows:

IðX1;X2;…;Xm;YÞ ¼
ZZ

⋯
Z

pðx1; x2;…; xm; yÞ

log
pðx1; x2;…; xm; yÞ
pðx1; x2;…; xmÞpðyÞ

dx1dx2⋯dxmdy ð2Þ

where pðx1; x2;…; xmÞ and pðx1; x2;…; xm; yÞ are joint probability
density functions. Unlike the pairwise MI, the joint MI not only
concerns the dependency between X1;X2;…;Xmf g and Y, but also
involves the internal correlation of X1;X2;…;Xmf g. Therefore, the
joint MI is highly suited for solving feature selection problems.

In practical applications, the accuracy of MI estimation directly
influences the identification of dependency between random
variables. Currently, the commonly used MI estimators include
histogram method [28], kernel method [29], k-nearest neighbor
method [30], etc. Every MI estimator has its advantages and scope
of applications. In this paper, we adopt the MI estimator based on
copula entropy [31], which can avoid the estimation of probability
density functions. The MI estimation is transformed into the
estimation of copula entropy, which can be applied to estimate
both pairwise MI and joint MI efficiently.

2.2. Evaluation criteria

The basic idea of MI-based feature selection algorithm is to
select the best subset S from the original dataset F by maximizing
the joint MI between S and target output Y. This scheme, namely
maximal dependency (MD) criterion [21], is shown as follows:

MD : max IðS;YÞ� � ð3Þ

where SDF is the candidate feature subset, and Y is the target
output. When applying MD criterion, accurate estimation of joint
MI is an essential condition. However, as the dimensionality of
input features increases, the accuracy of MI estimator gradually
reduces and the computational complexity rapidly increases. There-
fore, to avoid estimating joint MI, many MI-based feature selection
methods use low-dimensional MI to approximate the MD criterion.

The simplest approach to realize MI-based feature selection is
maximal relevance (MR) criterion. The idea of MR criterion is to
select the first m features from the original dataset F by maximizing
the pairwise MI between Xi and Y. The objective function is defined
as follows:

MR : max IðXi;YÞ
� � ð4Þ

where XiAF is the candidate feature. MR criterion is easy to
implement and has high computational efficiency. The major draw-
back is that the MR criterion does not consider the redundancy
between input features.

On the basis of maximal relevance, Battiti [18] introduces the
penalty term of redundancy and proposes mutual information
feature selection (MIFS) criterion, which is shown as follows:

MIFS : max IðXi;YÞ�β
X
Xj A S

IðXi;XjÞ
8<
:

9=
; ð5Þ

where XiAF\S is the candidate feature, and XjAS is the selected
feature. β is a balance parameter, that controls the magnitude of
the redundancy penalty term. This criterion considers both rele-
vance and redundancy between features at the same time, but it is
heavily influenced by the parameter β.
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