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a b s t r a c t

This paper investigates delay-dependent passivity for a class of impulsive neural networks with bounded
or unbounded time-varying delays. By applying Lyapunov–Krasovskii functional and matrix inequality
approach, some new delay-dependent passivity conditions are proposed in terms of the full use of the
conditions of neuron activation functions and involved time-varying delays. These passivity conditions
are presented in accordance with matrix inequalities, which can be easily verified via standard
numerical software. Meanwhile, the results derived here include the existing relative results on the
passivity for neural networks without impulse effects as special cases and can also be extended to other
neural networks with more complex impulse disturbance. Finally, two numerical examples with
simulations are given to demonstrate the effectiveness of the proposed criteria.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

Neural networks have extensive applications in signal proces-
sing, pattern recognition, associative memory, fixed-point compu-
tation, and other areas. Therefore, the study of neural networks
has received considerable attention during the past decades, and
various issues of neural networks [1–11] have been investigated
and many important results on the dynamical behaviors have been
reported for neural networks. In reality, however, time-delays in
neural networks can be caused by neural processing and signal
transmission that may lead to oscillation and instability [2–4]. At
the same time, impulsive effects widely exist in many dynamical
systems involving population dynamics, automatic control, drug
administration and so on. For example, in implementation of
electronic networks in which state is subject to instantaneous
perturbations and experiences abrupt change at certain moments,
which may be caused by switching phenomenon, frequency
change or other sudden noise, that is, impulsive effects [5–8] do
exhibit. Therefore, it is necessary to consider the characteristics of
neural networks with both impulsive effect and time-delay effect,
such as stability, periodicity, and passivity.

On the other hand, the passivity theory originated from circuit
theory plays an essentially important role in the analysis and
design of linear and nonlinear systems, especially for high-order
systems [12]. The essence of the passivity theory is that the passive

properties of a system can keep the system internal stability [13].
Thus, the passivity theory provides a nice tool for analyzing the
properties of a nonlinear system, such as stability, signal proces-
sing and synchronization, and the passivity analysis has received a
lot of attention [14–25]. In fact, one remarkable feature of passivity
is that the passive system utilizes the product of input and output
as the energy provision and embodies the energy attenuation
character. Meanwhile, in many engineering problems, the theory
of dissipative systems which postulates the energy dissipated
inside a dynamic system is less than the energy supplied from
external source often links the stability problems. Passivity is part
of a broader and a general theory of dissipativeness [22–24].
Passivity analysis is also a major method for studying stability of
uncertain system [21]. At the same time, passivity analysis
approach has been used in control problems [25–27]. In [22,24],
the authors investigated the passivity for neural networks of
neutral type with time-varying delays in the leakage term by
constructing proper Lyapunov–Krasovskii functional. Vembarasan
et al. [25] discussed the state estimation for delayed genetic
regulatory networks (GRNs) based on passivity analysis approach.
Ahn [28] proposed a new passive and exponential filter for Takagi–
Sugeno fuzzy Hopfield neural networks. Song et al. [29] investi-
gated the passivity for a class of discrete-time stochastic neural
networks with time-varying delays. Yao et al. [30] considered the
passive stability and synchronization of a new model of complex
spatio-temporal switching network. In [31], Wu et al. analyzed the
problem of delay-dependent passivity analysis for the singular
Markov jump systems with time-delays. Wu and Zeng [32,33]
studied the passivity for a general class of memristive neural
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networks. Wang et al. [17] investigated input passivity and output
passivity for a class of impulsive complex networks with time-
varying delays. In [18], the authors studied passivity of delayed
impulsive neural networks with polytopic type uncertainties and
Markovian jump parameters. However, to the best of our knowl-
edge, the passivity conditions for impulsive neural networks with
time-varying delays have not been fully investigated, and there is
still much room left for further investigation. This constitutes the
motivation for the present research.

Motivated by the above discussions, the passivity conditions for
impulsive Hopfield type neural networks with time-varying delays
are obtained analytically in this paper. By utilizing Lyapunov–
Krasovskii functional and matrix inequality approach, some delay-
dependent sufficient conditions are derived to guarantee passivity
of the discussed impulsive neural networks. It is worth mention-
ing that the passivity conditions of neural networks with impul-
sive effects here include the passivity criteria of neural networks
without impulsive effects as special cases. Furthermore, our results
about passivity analysis of impulsive neural networks cannot be
achieved by using any existing ones. In some sense, it is easy to
point out that the impulsive neural network models in this paper
contain the models in [3,4,15,16,19,34] as special cases. In addition,
we will give some corollaries as novel passivity conditions for
neural networks without impulsive effects. These corollaries given
in this paper are different from those existing results [19,15,34].
According to the proof of theorem, we can directly derive some
new stability conditions, which can be easily verified than the
existing ones in [2–4]. Finally, two numerical examples are
provided to show the effectiveness of the proposed passivity
conditions.

The rest of this paper is organized as follows. In Section 2, some
preliminaries are given. The main results of the paper are pre-
sented and proved in Section 3. Two numerical examples with
simulation are presented in Section 4 to illustrate the effectiveness
of the proposed results. Finally, conclusions are drawn in Section 5.

2. Preliminaries

Throughout this paper, let Rn be the n-dimensional Euclidean
space, let R denote the set of real numbers. For real symmetric
matrices X and Y, the notation X⩾Y ðX4YÞ, respectively means
that the matrix X�Y is positive semidefinite (positive definite,
respectively). The superscript ‘T’ represents the transposition and I
is the n� n identity matrix. Let the set N¼ 1;2;….

The impulsive neural networks model with time-varying delays
is described by the following equation group for i¼ 1;2;…;n :

_xiðtÞ ¼ �cixiðtÞþ
Xn
j ¼ 1

aijf jðxjðtÞÞþ
Xn
j ¼ 1

bijf jðxjðt�τjðtÞÞÞþuiðtÞ; tatk;

ΔxiðtkÞ ¼ Eikðxðt�k ÞÞ; kAN;

yiðtÞ ¼ f iðxiðtÞÞ;

8>>>><
>>>>:

ð1Þ
where xiðtÞ corresponds to the i-th neuron at time t, ci40 is the
connection weight, aij and bij are connection weights related to the
neurons without and with delays, respectively. Activation function
f jð�Þ shows us how the neurons respond to each other and
satisfying f jð0Þ ¼ 0. τjðtÞ is the time-varying delay. uiðtÞ is an
external input of the i-th neuron. The time sequence tk satisfies
0ot0ot1o⋯otkotkþ1o⋯ and limk-þ1tk ¼ þ1. At time
instant tk, jumps in the state variable xiðtÞ are denoted by
ΔxiðtkÞ ¼ xiðtþk Þ�xiðt�k Þ, xiðtþk Þ ¼ xiðtkÞ and xiðt�k Þ ¼ lim

t-t �k
xiðtÞ, Eikð�Þ

denotes the incremental change of the state variable at time tk.

yiðtÞ ¼ f iðxiðtÞÞ is the i-output of neural network (1). For impulsive
network (1), its initial conditions are given by
xiðsÞ ¼ϕiðsÞACð½�τ;0�;RnÞ, where τ¼maxt⩾0fτjðtÞ; j¼ 1;2;…;ng. If
τjðtÞ are unbounded, then let τ¼ þ1. Let ϕ¼ ðϕ1;ϕ2;…;ϕnÞT ¼ 0.

Let xðtÞ ¼ ðx1ðtÞ; x2ðtÞ;…; xnðtÞÞT , C ¼ diagðc1; c2;…; cnÞ, A¼ ðaijÞn�n,
B¼ ðbijÞn�n, uðtÞ ¼ ðu1ðtÞ;u2ðtÞ;…;unðtÞÞT , yðtÞ ¼ ðy1ðtÞ; y2ðtÞ;…;

ynðtÞÞT , f ð�Þ ¼ ðf 1ð�Þ; f 2ð�Þ;…; f nð�ÞÞT , we can rewrite network (1) in the
following form:

_xðtÞ ¼ �CxðtÞþAf ðxÞtÞÞþBf ðxðt�τðtÞÞÞþuðtÞ; tatk;

ΔxðtkÞ ¼ Ekðxðt�k ÞÞ; kAN;

yðtÞ ¼ f ðxðtÞÞ;
xðtÞ ¼ϕðtÞ; tA ½t0�τ; t0�;

8>>>><
>>>>:

ð2Þ

Throughout this paper, we assume that the feedback f ið�Þ satisfies:

Assumption
(H1)

: There exist positive constants Liði¼ 1;2;…;nÞ
such that

f ið ~xÞ� f ið ~yÞ
�� ��⩽Li ~x� ~y

�� ��
for any ~x, ~yAR, and denote L¼maxfL1; L2;…; Lng.

Assumption
(H2)

: There exist positive constants Ki ði¼ 1;2;…;nÞ
such that

0⩽f ið ~xÞ� f ið ~yÞ
~x� ~y

⩽Ki

for any ~x, ~yAR, ~xa ~y and denote
K ¼ diagðK1;K2;…;KnÞ.

Remark 1. We can easily find (H2)D(H1), from (H2), one has

xT ðtÞK2xðtÞ� f T ðxðtÞÞf ðxðtÞÞ⩾0; xT ðtÞKxðtÞ� f T ðxðtÞÞxðtÞ⩾0: ð3Þ

For network (1), we also need the following assumption:

Assumption
(H3)

: For each j, time-delay functions τjðtÞ:
½0; þ1Þ-½0; þ1Þ are real valued continuous func-
tions and satisfies

σj ¼ inf
tA ½0;þ1Þ

f1� _τ jðtÞg40;

let σ ¼minfσ1;σ2;…;σng.

Definition 1 (Brogliato et al. [13]). Neural network (1) or (2) with
input uðtÞ and output yðtÞ is said to be passive if there is a constant
γ such that

2
Z T

0
uT ðsÞyðsÞ ds⩾�γ

Z T

0
uT ðsÞuðsÞ ds ð4Þ

for all T⩾0 and for all solutions of neural network (1) with zero
initial values.

Lemma 1. For any ε40; aARn; bARn, the inequality
2aTb⩽εaTaþε�1bTb holds.

3. Main results

Theorem 1. Assume that assumptions (H1) and (H3) hold, and
xiðtkÞ ¼ λikxiðt�k Þ with λ2ik⩽1, then neural network (2) is passive if
there exist a positive definite matrix P ¼ ðpijÞn�n and a positive scalars
ε40 with γ42ε such that the following inequality holds:

�ðPCþCPÞþ3ε�1P2þεL2ATAþεL2

σ
BTBþε�1L2I⩽0: ð5Þ
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