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a b s t r a c t

This paper is concerned with the exponential stability for neural networks with mixed time-varying
delays. By using a more general delay-partitioning approach, an augmented Lyapunov functional that
contains some information about neuron activation function is constructed. In order to derive less
conservative results, an adjustable parameter is introduced to divide the range of the activation function
into two unequal subintervals. Moreover, the application of combination of integral inequalities further
reduces the conservativeness of the obtained exponential stability conditions. Numerical examples
illustrate the advantages of the proposed conditions when compared with other results from the
literatures.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

During the past several decades, a great deal of attention has been focused on the study of neural networks. This is due to the fact that
neural networks are a class of important mathematic models which are widely used in many areas, such as pattern recognition, signal
processing, associative memories and other scientific areas [1]. It is well-known that time delay is frequently encountered in various neural
networks systems owing to neural processing and signal transmission. What's more, time delay is also an important source of instability,
oscillation or poor performance for these systems. Because there exists a distribution of propagation delays in neural networks, the
distributed delays should be incorporated in the model. It is often the case that the neural network models possess both discrete and
distributed delays. Therefore, the problem of stability analysis of neural networks with discrete and distributed delays has become
interesting and received increasing attention [2–8]. Many important control problems such as passivity/dissipativity analysis [9],
synchronization/asynchronous problems [10,11] and state estimation problems [12] are also discussed in neural networks systems [13–21].

For the stability analysis of neural networks systems with time delays, one of the major goals is to seek the maximum delay that can
guarantee the stability of the systems. In order to obtain some more less conservative stability conditions, many effective methods have
been utilized, such as free-weighting matrices method [22], delay-partitioning approach [23], convex combination techniques [24].
Meanwhile, the conservativeness of stability criteria can also be reduced by constructing a Lyapunov functional with tripe-integral terms
[25] or dividing the boundary interval of activation function into two equal subintervals [26–28]. A large number of stability criteria of
time-varying delayed neural networks have been obtained by applying the above methods. In [27], an exponential stability criterion is
proposed by constructing an augmented Lyapunov-functional, while the discrete time-varying delay d(t) is required to be differential. In
[28,29], some less conservative stability criteria are derived by defining an augmented Lyapunov functional and using a convex
combination approach. In [30], a new delay-dependent stability criterion is established by constructing a Lyapunov functional with tripe-
integral terms and dividing the discrete delay interval into multiple subintervals. Recently, some improved delay-dependent stability
criteria have been provided by using some improved delay-partitioning methods and making good use of the information of neuron
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activation functions [31,32]. It should be point out that some improved stability criteria for time-delay neural networks have been
obtained, but the obtained upper bounds of delays by using the above criteria are far from the desired values. Therefore, it is worth further
improving the proposed methods. Besides, many applications require fast speed of convergence, and exponential stability can offer faster
speed of convergence than asymptotic stability.

Motivated by the aforementioned discussion, in this paper, we will study the problem of the exponential stability for neural networks
with discrete and distributed time-varying delays. The main purpose of this paper is to establish several less conservative exponential
stability criteria. By using Lyapunov stability theory, sufficient conditions are established to ensure the exponential stability of delayed
neural networks. Three numerical examples are provided to illustrate the advantages of the proposed criteria in this paper. The main
novelty of our work lies in three folds: (1) a more general partitioning method for range of activation function is adopted by introducing an

adjustable parameter ρ; (2) the augmented vector ξðtÞ contains the following terms
R t
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R u
t� r gðzðsÞÞ ds du, which makes more information on activation function to

be used; (3) the relationships between z(t), zðt�dðtÞÞ and 2
dðtÞ

R t
t�dðtÞ zðsÞ ds, zðt�dðtÞÞ, zðt�αdÞ and 2
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R t�αd
t�d zðsÞ ds are considered sufficiently, which are helpful in adopting convex combination techniques.

The rest of the current paper is organized as follows. Section 2 introduces the problem formulation and some preliminaries. Section 3
presents some stability criterion obtained for time delay systems. Section 4 gives some numerical examples to demonstrate the
effectiveness of our main result. Finally, Section 5 draws the conclusion.

Notation: Throughout this paper, Rn denotes the n-dimensional Euclidean space; I denotes the identity matrix of appropriate
dimensions. AT represents the transpose of A; X40ðo0Þ means X is a symmetric positive (negative) definite matrix; diagfr1; r2;…; rng
denotes block diagonal matrix with diagonal elements ri; i¼ 1;2;…;n; the symbol n represents the elements below the main diagonal of a
symmetric matrix; Ψ i;j presents the element in the ith row and jth column of Ψ.

2. Preliminaries

Consider the following neural networks with discrete and distributed time-varying delays:

_uðtÞ ¼ �W0uðtÞþW1f ðuðtÞÞþW2f ðuðt�dðtÞÞÞþW3
R t
t� rðtÞ f ðuðsÞÞdsþ J;

uðtÞ ¼ φðtÞ; tA ½�h;0�:

(
ð1Þ

where uðtÞ ¼ ½u1ðtÞ;…;unðtÞ�T ARn is the neuron state vector, f ðuð�ÞÞ ¼ ½f 1ðu1ð�ÞÞ; f 2ðu2ð�ÞÞ;…; f nðunð�ÞÞ�T ARn is the neuron activation function,
J ¼ ½J1;…; Jn�T ARn is an external constant input vector, W0 ¼ diagfW01;W02;…;W0ng40 represents the self-feedback term with
W0i40; i¼ 1;2;…;n, W1ARn is the interconnection weight matrices, W2 and W3ARn are the delayed interconnection weight matrices,
d(t) and r(t) are the time-varying delays satisfying 0rdðtÞrd; _dðtÞrdDo1 and 0rrðtÞrr, where maxfd; rg ¼ h.

Assumption 1. For the constants γ�i , γþi , the bounded activation function f ið�Þ in (1) satisfies the following condition:

γ�i r f iðxÞ� f iðyÞ
x�y

rγþi ; 8x; yAR; xay; i¼ 1;2;…;n: ð2Þ

It is clear that under the above assumption, system (1) has one equilibrium point denoted as un ¼ ½un

1;…;un
n�T . For convenience, we

firstly shift the equilibrium point un to the origin by letting zðtÞ ¼ uðtÞ�un, gðzðtÞÞ ¼ f ðuðtÞÞ� f ðunÞ, then the system (1) can be converted to

_zðtÞ ¼ �W0zðtÞþW1gðzðtÞÞþW2gðzðt�dðtÞÞÞþW3

Z t

t� rðtÞ
gðzðsÞÞ ds; ð3Þ

where gðzð�ÞÞ ¼ ½gðzð�ÞÞ; gðzð�ÞÞ;…; gðzð�ÞÞ�T . It is easy to check that the function gið�Þ satisfies gið0Þ ¼ 0, and

γ�i rgiðzÞ
z

rγþi ; 8αAR; xa0; i¼ 1;2;…;n: ð4Þ

Under Assumption 1, the following inequality is true for symmetric positive definite diagonal matrix G:

zT ðtÞΓGΓzðtÞZgT ðzðtÞÞGgðzðtÞÞ: ð5Þ

Assumption 2. The functions gið�Þ ði¼ 1;2;…;nÞ have the same structure form. For instance, g1ðzð�ÞÞ ¼ β1ðj zð�Þþ1j � j zð�Þ�1j Þ, g2ðzð�ÞÞ ¼
β2ðj zð�Þþ1j � j zð�Þ�1j Þ;…; gnðzð�ÞÞ ¼ βnðj zð�Þþ1j � j zð�Þ�1j Þ, where βiði¼ 1;2;…;nÞ are some constants.

In this paper, we will attempt to formulate some exponential stability conditions of system (3). The following definition and lemmas
are useful in deriving the main results.

Definition 1 (Tian et al. [33]). The equilibrium point zn ¼ 0 of system (3) is said to be exponentially stable, if there exist scalars k40 and
β40 such that

JzðtÞJrβe�kt sup
�hr sr0

JzðsÞJ ; 8 t40:
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