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a b s t r a c t

In this paper, we investigate the dynamic behavior of nonautonomous cellular neural networks with time-
varying delays. We firstly develop a differential inequality which plays an important role in study of
boundedness, attracting set and stability of differential systems and improves some early Halanay-type
inequalities. Based on the new inequality, the boundedness, attracting set, exponential stability and existence
of periodic solution of the considered neural networks are obtained. Our results improve the early results in
the literature. One example is given to illustrate the correctness and superiority of our conclusion.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

Recently, due to the wide application in solving pattern recogni-
tion, associative memories, signal processing and optimization pro-
blems, the dynamic behaviors of autonomous neural networks are
popular with many researchers [1,3–5,13,15,23,25,27]. Actually, the
nonautonomous phenomenon often occurs in many realistic systems.
Especially, when we consider a long-term dynamic behavior of a
system, the parameters of the system frequently change along with
time for the environmental disturbances. For example, in order to
analyze and simulate the dynamic behaviors of the human brain, the
authors in [4,5] introduced the cellular neural networks. However, the
human brain has usually been in periodic oscillatory of chaos state,
hence it is of prime importance to investigate stability, periodic
oscillation, and chaos phenomenon of cellular neural networks.
Therefore, it is a vital topic to study the neural networks with variable
coefficients. In fact, there are many results on the dynamic behaviors
of nonautonomous neural networks [6,7,9,10,12,14,16–21,28–34].

In 2008, the authors in [10] considered the existence and stability
of periodic solution of nonautonomous bidirectional associative mem-
ory neural networks with delay, and obtained the conditions in matrix
function inequality. But it is difficult to be dealt with by using Matlab
LMI Control Toolbox. In [9,12,18–21,30], the authors investigated
the dynamic behaviors of varying kinds of nonautonomous neural

networks by constructing some kinds of Lyapunov–Krasovskii func-
tional, and obtained some new results which require that the determi-
nant conditions are all true for the variation of the time variable t.
Besides, this method must require additional constraint conditions on
delay functions such as differentiability. In addition, it is well known
that differential inequalities are very important tools for investigating
the dynamic behaviors of differential dynamical systems by the
Lyapunov–Krasovskii functional method [2,8,14,16,17,22,24,26,28]. For
example, by establishing new differential inequalities, the authors in
[16,17] investigated the exponential stability of two kinds of nonauto-
nomous neural networks with impulses and time-varying delays, and
got some new results which no longer require that determinant
conditions are all true for the variation of the time variable t or the
differentiability of delay functions. However, the new inequalities in
[16,17] cannot deal with the boundedness and attracting set of
nonautonomous differential systems.

Motivated by the above analysis, we investigate the dynamic
behavior of nonautonomous cellular neural networks with time-
varying delays. We outline the main contribution of this paper as
follows:

� A new differential inequality is given which plays an important
role in the study of boundedness, attracting set and stability of
differential systems and improves Halanay-type inequalities in
[2,8,22,24,26].

� The sufficient conditions are obtained for ensuring the bound-
edness, attracting set, exponential stability and existence of
periodic solution of the considered neural networks.
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� The obtained results no longer require that determinant condi-
tions are all true for the variation of the time variable t or the
differentiability of delay functions (we highlight this improve-
ment by Remarks 2 and 3).

Meanwhile, one example is given to illustrate the superiority of
our conclusion.

2. Model description and preliminaries

First, we introduce several notations and recall some basic
definitions.

Let Rn be the space of n-dimensional real column vectors,
N 9f1;2;…;ng, Rþ 9 0; þ1½ Þ, and L1ðRþ ;Rþ Þ denote the family
of all continuous functions h : Rþ-Rþ satisfying

R þ1
0 hðtÞ dto1.

C½X;Y � denotes the space of continuous mappings from the
topological space X to the topological space Y. In particular, let
C9C½½�τ;0�;Rn� denote the family of all bounded continuous Rn-
valued functions φ defined on ½�τ;0� with the norm JφJ ¼
sup� τrθr0 jφðθÞj .

For any φAC, we define

φtðsÞ ¼φðtþsÞ; sA ½�τ;0�; tZ0; Jφt J r ¼ sup
�τr sr0

jφðtþsÞj r ;

where jφðtþsÞj r ¼
Xn
i ¼ 1

jφiðtþsÞj r
" #1=r

:

and DþφðtÞ denotes the upper-right-hand derivative of φðtÞ at time t.
In this paper, we consider the following nonautonomous

cellular neural network model with time-varying delays:

dxiðtÞ
dt

¼ �ciðtÞxiðtÞþ
Xm
l ¼ 1

Xn
j ¼ 1

aijlðtÞf ijlðxjðt�τijlðtÞÞÞþ IiðtÞ; tZ0;

xiðsÞ ¼ϕiðsÞ; �τrsr0; iAN ;

8>><
>>:

ð1Þ
where xi corresponds to the state of the ith unit at time t; f ijlðxjðtÞÞ
denotes the output of the jth unit at time t; the integer n
corresponds to the number of units in a neural networks and the
integer m corresponds to the number of neural axons, that is,
signals that emit from the ith unit have m pathways to the jth unit;
aijl(t) denotes the strength of the jth unit on the ith unit at time
t�τijlðtÞ; Ii(t) denotes the external bias on the ith unit at time t; ci(t)
represents the rate with which the ith unit will reset its potential
to the resting state in isolation when disconnected from the
network and external input; and τijlðtÞ corresponds to the trans-
mission delay of the ith unit along the l axon of the jth unit at time
t and there exists a constant τ such that 0rτijlðtÞrτ. ϕðsÞ ¼
ðϕ1ðsÞ;ϕ2ðsÞ;…;ϕnðsÞÞT AC½½�τ;0�;Rn� is the initial function vector.

Definition 1. System (1) is said to be uniformly bounded if, for any
constant δ40, there is a B¼ BðδÞ40 such that, for all t0ARþ ;
ϕAC and JϕJ roδ, one has Jxðt; t0;ϕÞJoB for all tZt0.

Definition 2. System (1) is said to be uniformly ultimately
bounded if there is a B40 such that, for any δ40, there exists a
T ¼ TðδÞ40 such that Jxðt; t0;ϕÞJ roB for tZt0þT and for all
t0ARþ ; ϕAC and JϕJ roδ.

Definition 3. System (1) is said to be globally exponentially stable,
if there are constants λ40 and MZ1 such that

Jxt�yt J rrMJϕ�ψ J re�λt

for all tZ0, in which ϕAC and ψAC are the initial functions of
solutions x(t) and y(t), respectively.

Definition 4. The set S� C is called a global attracting set of (1) if,
for any initial value ϕAC, the solution xðt; t0;ϕÞ converges to S as
t-þ1. That is,

distðxðt; t0;ϕÞ; SÞ-0 as t-þ1;

where distðϕ; SÞ ¼ infψ AS Jϕ�ψ J r .
Consider the following equations:

dviðtÞ
dt

¼ giðt; vtÞ; iAN ; ð2Þ

where giðt;φÞ : Rþ � C-R is continuous with respect to ðt;φÞ and
satisfies the Lipschitz condition with respect to φðiAN Þ.

Lemma 1 (Li and Wen [11]). For system (2), let giðtþω;φÞ ¼ giðt;φÞ
and the solutions be uniformly bounded and uniformly ultimately
bounded. Then system (2) has a ω-periodic solution if, for any
constant δ40, there is a constant B¼ BðδÞ40 such that, for all φ
with JφJ roδ, we have jgiðt;φÞjoB for all tA ½�τ;0�ðiAN Þ.

3. Main results

We all know that differential inequalities are the main tools for
studying the continuous differential systems. In this section, we
firstly introduce a new differential inequality to improve some
Halanay-type inequalities in the early literature. Then, based on the
new inequality, we investigate the dynamic behavior of nonauto-
nomous cellular neural networks with time-varying delays, and
derive out the sufficient conditions for ensuring the boundedness,
attracting set, exponential stability and existence of periodic
solution of the considered system.

Theorem 1. Let t0obrþ1 and uAC½½t0; bÞ;Rþ � be a solution of
the following delay differential inequality:

DþuðtÞr ð�aþαðtÞÞuðtÞþðbþβðtÞÞ½uðtÞ�τþγðtÞ; tA ½t0;bÞ;
uðt0þsÞAC; sA ½�τ;0�;

(
ð3Þ

where αðtÞZ0; βðtÞZ0 for any tA ½t0; bÞ, a, b are nonnegative
constants and a4b, and there exists nonnegative constant J such
that 0rγðtÞr J for any tA ½t0; bÞ, then we have

uðtÞrke�λðt� t0Þe
R t

t0
θðsÞ dsþ Jeh

a�b�r
; tA ½t0; bÞ; ð4Þ

provided that the initial condition satisfies

uðtÞrke�λðt� t0Þ; tA ½t0�τ; t0�; ð5Þ

where λ40 satisfies

λ�aþbeλτo0 ð6Þ

and θðsÞ ¼ αðsÞþβðsÞeλτ satisfies that there exist constants rA ½0; λÞ
and hZ0 such thatZ t

v
θðsÞ dsrrðt�vÞþh ð7Þ

for any t; vA ½t0; bÞ.

Proof. From a4b, by using continuity, we know there exists a
constant λ40 satisfying (6).

In order to get (4), we firstly prove

uðtÞrke�λðt� t0Þe
R t

t0
θðsÞ dsþ

Z t

t0
γðvÞe

R t

v
pðsÞ ds dv; tA ½t0; bÞ ð8Þ

is true, where pðsÞ ¼ �aþbþαðsÞþβðsÞ.
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