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a b s t r a c t

The cluster consensus problem of high-order multi-agent systems is considered in this note with an
observer-based control scheme. Sufficient condition for cluster consensus is presented in terms of easily
checkable algebraic topology criterion. It is found that intra-cluster balanced topologies with antisym-
metric (i.e., bidirectional and opposite signed) inter-cluster links promote cluster consensus, irrelevant of
the magnitudes of intra-cluster coupling weights. The effectiveness of the theoretical results is
illustrated by a numerical example.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

Multi-agent systems (MAS) have potential applications in
varieties of areas, e.g., data fusion of sensor networks, task
cooperation of robots, synchronization of distributed oscillators,
and formation maneuver of unmanned vehicles. As the most
fundamental research topic for MAS coordination, the consensus
problem has been investigated intensively in the last decade, and
many remarkable contributions have been made [1–4].

While most of the existing works are concerned with complete
consensus cases (i.e., all the agents achieve a common state), in
many real-world circumstances, agents in a network may work in
groups to accomplish different but coordinated tasks. Examples
include obstacle avoidance of animal herds, team hunting of
predators, cooperative searching of autonomous vehicles for
multiple objects, and task allocation over the network between
groups. Related results also help to understand the opinion
forming in social networks. As an extension of complete consen-
sus, cluster consensus can be applied in lots of scenarios, thus it
has been studied in depth recently [5–18].

This paper focuses on the cluster consensus control of high-
order MAS, and addresses the two following problems:

(1) Existing literatures on cluster consensus only considered the
state feedback control approach. However, the state information

of agents may not be directly available to the neighbors in many
applications. In this paper, an observer-based cluster consensus
control scheme is presented.

(2) It was found in [10] and [11] that directed acyclic interaction
topologies promote cluster consensus regardless of the mag-
nitudes of the coupling strengths among the agents. Compared
with the acyclically partitionable digraphs, topologies with
cyclic couplings are more general, yet more complicated.
Recently, [16] and [17] proved that when the intra-cluster
coupling weights are stronger than certain lower bound,
cluster consensus can be achieved. As for what kinds of non-
acyclically partitionable topologies guarantee cluster consen-
sus regardless of the magnitude of inter-agent coupling
strengths, no results have been found in the literature up to
date. By exploring the properties of block antisymmetric
matrices, we show that intra-cluster balanced topologies with
antisymmetric (i.e., bidirectional and opposite signed) inter-
cluster links have such feature.

Throughout this paper, Cþ represents the open right-half
complex plane. σðAÞ denotes the set of all the eigenvalues of the
square matrix A. Other notations are standard.

2. Preliminaries and problem formulation

The communication network of a system with N agents is
modeled as a directed graph denoted by G¼ V; E;Að Þ, where
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V ¼ f1;2;…;Ng is the set of nodes representing agents, and EDV �
V is the set of edges representing the information flow. Suppose
the agents can be partitioned into p clusters fV1;V2;…;Vpg. The
relationships among agents within the same cluster are always
cooperative, and that between agents from different clusters could
be cooperative or antagonistic. Correspondingly, the inter-cluster
couplings are either positive or negative, while the intra-cluster
ones remain positive. The neighbor set of agent i is denoted by N i.
The adjacent matrix A¼ aij

� �
ARN�N is defined as aija0 if ðj; iÞAE,

otherwise aij ¼ 0. The Laplacian matrix L¼ lij
� �

ARN�N for graph G
is defined as lii ¼

PN
j ¼ 1 aij and lij ¼ �aij, ia j, and can be presented

in a block form corresponding to p clusters:

L¼

L11 L12 ⋯ L1p
L21 L22 ⋯ L2p
⋮ ⋮ ⋱ ⋮
Lp1 Lp2 ⋯ Lpp

2
66664

3
77775: ð1Þ

One commonly used assumption on the topology for inter-cluster
desynchronization [6–12,16,17] is given below.

Assumption 1. Each row sum of Lij is zero for i; jAf1;2;…; pg.
Assume that the state information of a agent is not available to

its neighbors, and can only be measured indirectly by the relative
output. The dynamics of the agents are modeled as

_xi ðtÞ ¼ AxiðtÞþBuiðtÞ; yiðtÞ ¼ CxiðtÞ; i¼ 1;2;…;N; ð2Þ
where xiARn and yiðtÞARq are the state and output of agent i,
uiARm is the input, AARn�n, BARn�m, CARq�n.

Definition 1. The MAS (2) is said to achieve cluster consensus if
for any initial states, limt-þ1 xiðtÞ�xjðtÞ

�� ��¼ 0 when agents i and j
are in the same cluster, i; jAf1;2;…;Ng.

3. Cluster consensus of MAS via observer-based control

Suppose the local information available for agent i is

ziðtÞ ¼
X
jAN i

aij yjðtÞ�yiðtÞ
� �

þdi yî ðtÞ�yiðtÞ
� �

; ð3Þ

where î denotes the cluster that agent i belongs to (îAf1;2;…; pg),
yî ðtÞ is the reference output for cluster î designed as yî ðtÞ ¼ Csî ðtÞ,
di40 if agent i is pinned and di¼0 otherwise, sî ðtÞ is the reference
state for pinning control in cluster î satisfying

_sî ðtÞ ¼ Asî ðtÞ; lim
t-þ1

sî ðtÞ�sĵ ðtÞ
��� ���a0; when îa ĵ: ð4Þ

Based on relative output measurements, an observer-type
cluster consensus protocol is designed as

_ξiðtÞ ¼ AþBKoð ÞξiðtÞþF
X
jAN i

aijC ξjðtÞ�ξiðtÞ
� �

�diCξiðtÞ�ziðtÞ
0
@

1
A;

uiðtÞ ¼ KoξiðtÞ; ð5Þ

where ξiðtÞARn is the protocol state, KoARm�n and FARn�q are
the gain matrices to be determined.

Theorem 1. For the MAS (2) under Assumption 1, if (A,B) is
stabilizable, (A,C) is detectable, and σ LþDð ÞDCþ , where
D¼ diagfd1; d2;…;dNg, there exist gain matrices Ko and F such that
p-cluster consensus can be achieved with the observer-type protocol
(5).

Proof. From (4) we know that the reference state inputs sî ðtÞ
(î ¼ 1;2;…; p) are all special solutions to _sðtÞ ¼ AsðtÞ. Suppose
sî ðtÞ ¼ eAtsî ð0Þ and sĵ ðtÞ ¼ eAtsĵ ð0Þ, together with Assumption 1, we

haveX
jAN i

aij sĵ ðtÞ�sî ðtÞ
� �

¼
X
jAN i

aije
At sĵ ð0Þ�sî ð0Þ
� �

¼ 0: ð6Þ

Let δðtÞ ¼ ϵT ðtÞ;ηT ðtÞ� �T with ϵðtÞ ¼ ½ϵT1ðtÞ; ϵT2ðtÞ;…; ϵTNðtÞ�T , ϵiðtÞ ¼
xiðtÞ�sî ðtÞ, ηðtÞ ¼ ξðtÞ�ϵðtÞ, and ξðtÞ ¼ ξT1ðtÞ; ξT2ðtÞ;…; ξTNðtÞ

h iT
. Then,

with (6), after a sequence of derivations, we have

_δðtÞ ¼
IN � AþBKoð Þ IN � BKo

0 IN � A� LþDð Þ � FC

" #
δðtÞ: ð7Þ

By the separation principle, the stability problem of (7) is
equivalent to those of the following systems:

_ϵðtÞ ¼ IN � AþBKoð Þ½ �ϵðtÞ; ð8Þ

_ηðtÞ ¼ IN � A� LþDð Þ � FC½ �ηðtÞ: ð9Þ
Since (A,B) is stabilizable, there exists Ko such that AþBKo is

Hurwitz, i.e., system (8) can be stabilized. Here by conducting a
linear transformation to system (9) with η̂ðtÞ ¼ U � Inð ÞηðtÞ, we
have

_̂η ðtÞ ¼ IN � A�Λ � FC
� �

η̂ðtÞ; ð10Þ
where U is a unitary matrix satisfies U LþDð ÞU�1 ¼Λ, and Λ is an
upper triangular matrix with diagonal entries λ1; λ2;…; λN being
the eigenvalues of LþDð Þ.

With the fact that Λ is upper triangular, the stability problem of
system (10) can be further transformed into those of the sub-
systems

_̂η iðtÞ ¼ A�λiFC
� �

η̂ iðtÞ; i¼ 1;2;…;N: ð11Þ
With (A,C) detectable, there exists P40 such that the following

Riccati inequality holds:

PAþAPT oCTC:

Here we take α41=ð2 �min Re σ LþDð Þð Þ	 
Þ, F ¼ αP�1CT , and
construct the Lyapunov functional candidate as

ViðtÞ ¼ η̂T
i Pη̂ i; i¼ 1;2;…;N:

Differentiating Vi(t) along the trajectory of (11) yields

_V iðtÞ ¼ η̂T
i ðtÞ A�λiFC

� �HPþP A�λiFC
� �h i

η̂i ðtÞ

¼ η̂T
i ðtÞ PAþATP�2αReðλiÞCTC

h i
η̂i ðtÞ

o η̂T
i ðtÞ CTC�2αReðλiÞCTC

h i
η̂i ðtÞo0:

Thus F can asymptotically stabilize system (9). With the
observer-type cluster consensus protocol (5) using feedback gain
matrices Ko and F, ϵðtÞ and ηðtÞ asymptotically converge to zeros,
which is equivalent to xiðtÞ-sî ðtÞ and ξiðtÞ-0, as t-þ1. Thus p-
cluster consensus is achieved.

Remark 1. Theorem 1 extends the work of [11] in two aspects.
Firstly, the state feedback cluster control scheme applied in the
literature is a special case of the observer-based approach with C
as an identity matrix. Secondly, it can be proved that the
topological requirements given in [10] and [11] are special cases
that guarantee σ LþDð ÞDCþ . Although the system topology is
assumed to be fixed in the paper, the result in Theorem 1 can be
extended to the switching topology case using a similar proof
procedure applied in [11].

Remark 2. In many scenarios, the system model may be subject to
some uncertainty, i.e., the dynamics of the agent is
_xi ðtÞ ¼ AþMΔN

� �
xiðtÞþBuiðtÞ, where M and N are known matrices

of appropriate dimensions, and Δ is bounded uncertain matrix.
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