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a b s t r a c t

In order to further improve the convergence performance of data clustering algorithms, a dynamic
shuffled differential evolution algorithm, DSDE for short, is presented in this paper. In DSDE, mutation
strategy DE/best/1 is employed, which can take advantage of the direction guidance information of best
individual so as to speed up the corresponding algorithm. Meanwhile, inspired by shuffled frog leaping
algorithm, a sorting scheme and a randomly shuffled scheme are used to divide a total population into
two subpopulations during the evolving process. In this way, mutation strategy DE/best/1 is actually
used in two subpopulations, respectively, which can effectively exchange information between two
subpopulations and balance the exploitation ability of DE/best/1/bin. In addition, most popular data
clustering algorithms suffer from the choice of initial clustering centers, which may cause a premature
convergence. Here a novel initial technique, called the random multi-step sampling, is integrated into
DSDE to overcome the shortcoming. Then an experiment tested on 11 well-known datasets has been
carried out, and the related results demonstrate that DSDE significantly outperforms DE/rand/1/bin and
DE/best/1/bin. Next, another comparison among DSDE and other four well-known data clustering
algorithms is conducted. The related results also show that DSDE is superior to other four approaches
including particle swarm optimization with age-group topology (PSOAG) in terms of objective function
value, i.e., the sum of intra-cluster distance. In a word, all the experimental results confirm that the
proposed algorithm DSDE can be considered as an excellent tool for data clustering.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

Clustering is an unsupervised learning method that divides a
dataset into groups of similar objects by minimizing the similarity
between objects in different clusters and maximizing the similar-
ity between objects within the same cluster. When used on a set of
objects, it is helpful for identifying some inherent structures of the
set of objects. Thus, clustering analysis can play a key role in many
research fields including data mining, machine learning, bioinfor-
matics and so on. Especially, it can work well without any prior
information, which is also the main difference to supervised/
semisupervised classification. During the past five decades, many
research works have been proposed for data clustering [6]. That is,
the clustering problem has arisen many ways to cluster a dataset.
These approaches mainly focus on complex network approach
[1,27,29], K-means [4] and its enhanced variants [5,12,35,43],
swarm intelligent algorithms [2,3,7,9,11,15-25,28,31,32,35-37,44],
and others [8,10,13,14,26,30,33,34]. Among them, K-means algo-
rithm is one of the most popular algorithms, and it is an

unsupervised data clustering algorithm, which tries to divide an
entire dataset (i.e., X) into K clusters (i.e., C1;C2;…;CK ) through
randomly choosing K data points as initial cluster centers. How-
ever, K-means algorithm is sensitive to the selection of initial
points and may fail to cluster large scale datasets [12,36,43].

In order to overcome the shortcomings of K-means algorithm,
many researchers have focused on swarm intelligence algorithms,
which can perform parallel search in a complex search space so as
to better avoid local minima trap. For example, Chuang et al. [2]
proposed a chaotic particle swarm optimization (CPSO) for data
clustering by replacing the random parameters of PSO with chaotic
variables of the logistic map. Inspired by the crossover operator of
genetic algorithm, Yan et al. [22] proposed a hybrid artificial bee
colony algorithm (HABC) by introducing arithmetic crossover
operation in original artificial bee colony algorithm. Hatamlou
et al. [44] proposed a combined algorithm based on K-means
algorithm and gravitational search algorithm (GSA). The related
comparisons show that it is superior to both K-means algorithm
and GSA. More recently, Jiang et al. [11] proposed a novel age-
based particle swarm optimization, which is called the PSOAG. In
PSOAG, a novel technique of keeping population diversity is
introduced. Meantime, its superiority is obvious when compared
with ant colony optimization algorithm (ACO), particle swarm
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optimization (PSO), artificial bee colony algorithm (ABC) and
differential evolution (DE) algorithm in terms of fitness function
values and the clustering accuracy. In summary, the performances
achieved by these modified variants based on various evolutionary
computing techniques are better than before.

However, there still exists the shortcoming of premature
convergence in those modified evolutionary algorithms to some
extent. To be specific, the exploitation and exploration abilities of
existing evolutionary algorithms have to be further balanced.
Especially, the population diversity is necessary to be better kept
during the evolution process, and a better mechanism of informa-
tion sharing among different individuals are also needed to be
designed. In order to further improve the clustering effectiveness
of swarm based intelligent algorithms, a dynamic shuffled differ-
ential evolution, named DSDE, is proposed in view of the faster
convergence speed of DE [41,42]. When compared with DE/rand/
1/bin, DE/best/1/bin, ACO, ABC, PSO, and the recent PSOAG, the
superiority of DSDE is obvious.

The rest of the paper is organized as follows. In Section 2, the
problem formulation over data clustering is described. In Section 3,
the traditional differential evolution algorithm is briefly described.
Subsequently, a dynamic shuffled differential evolution, called the
DSDE, is presented in detail in Section 4. Nextly, comprehensive
experiments are conducted in Section 5 to validate the performance
of DSDE. Finally, a conclusion is drawn in Section 6.

2. Problem formulation

For the global optimization based clustering problem [3,22,50],
a clustering criterion, i.e., a degree of similarity, is needed, with
which a global assignment can be found by minimizing the
objective function of the sum of intra-cluster distance. As far as
the similarity measurement is concerned, there are various simi-
larity measurements such as Euclidian distance, Manhattan dis-
tance and Minkowski distance within some clustering researches.
In general, the Euclidian distance is usually considered as the
similarity measurement. In our study, the measurement of Eucli-
dean distance is also used to calculate the distance of any two
objects (oi and oj) within the cluster. Generally, it can be formu-
lated as follows [22,36]:

Dðoi; ojÞ ¼ Joi�oj J ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXd
m ¼ 1

oim�ojm
� �2vuut ð1Þ

where d is the number of attributes of object, and oi and oj are two
different objects within the cluster, respectively.

Based on the above similarity measurement, a partition clus-
tering problem can be converted into a global optimization
problem, which can be described as follows [3,11,21]:

Minimize
Z;W

f ðZ;WÞ ¼
XK
k ¼ 1

Xn
i ¼ 1

wikDðxi; zkÞ ð2Þ

s:t:

XK
k ¼ 1

wik ¼ 1; i¼ 1;2;…;n; ðaÞ

wikAf0;1g; 8 iAf1;2;…;ng; kAf1;2;…;Kg ðbÞ:

8>><
>>: ð3Þ

where n is the number of all the samples, and K is the number of
given clusters, and xi represents the coordinates of the ith object in
current samples, and wik ¼ 1 means that the ith object is grouped
into the kth cluster, or else the ith object does not belong to the kth
cluster, and Dðxi; zkÞ denotes the distance between the ith object xi
and the center of kth cluster zk. It should be noted that
W ¼ fwik j i¼ 1;2;…;n; k¼ 1;2;…;K}, and Z ¼ fzk jk¼ 1;2;…;Kg.

What is more, the value of wik in Eq. (3) depends on a partition
criterion of samples. Namely, given a sample set X ¼ fx1; x2;…; xng,
determine a partition of all objects which satisfies the following
equations [3]:

XK
i ¼ 1

Ci ¼ X; ðaÞ

Ci \ Cj ¼ϕ; 8 i; jAf1;2;…;Kg4 ia j; ðbÞ
Ciaϕ; 8 iAf1;2;…;Kg ðcÞ:

8>>>><
>>>>:

ð4Þ

where Ciði¼ 1;2;…;KÞ is the objects set of ith cluster, and its
members can be determined by the following [3]:

Ci ¼ fxk j Jxk�zi Jr Jxk�zp J ; xkAXg; pa i; p¼ 1;2;…;K; ðaÞ

zi ¼
1

jCi j
P

xk ACi

xk; i¼ 1;2;…;K ðbÞ:

8><
>:

ð5Þ
where J � J represents the Euclidean distance of any two objects in
the sample set, and the mean of all objects within cluster i, zi,
denotes a new center of cluster i, which is often used in well-
known clustering technique k-means.

3. Differential evolution algorithm

Differential evolution algorithm, first proposed by Storn and
Price, is a simple yet powerful meta-heuristic algorithm for global
optimization over continuous search space [41]. Since its invention
in 1997, the DE algorithm has attracted many researchers to study
the creative algorithm. For example, Liu and Lampinen proposed a
fuzzy adaptive differential evolution algorithm by using a fuzzy
controller to adapt the control parameters [47]. Teo proposed a
parameterless differential evolution algorithm based on self-
adaption [48]. Rahnamayan et al. proposed an opposition based
differential evolution algorithm (ODE) [42], in which a novel
opposition based learning technique is proposed. Gong et al.
proposed a hybrid algorithm DE/BBO based on differential evolu-
tion and biogeography-based optimization [49].

Like other population-based intelligent algorithms, the first
phase is to randomly generate an initial population XðX ¼ fxi jxi
¼ ðxi1; xi2;…; xiDÞ; i¼ 1;2;…;NpgÞ in DE. Subsequently, DE enters a
loop composed of mutation, crossover, and selection operations.

3.1. Mutation

At this phase, a mutant vector vi is generated by the following
equation:

vi ¼ xaþF � ðxb�xcÞ ð6Þ
where i¼ 1;2;…;Np, and a; b; cAf1;2;…;Npg are random integer
number and aabaca i, and scale factor F is a real and constant
number within ½0;2�, which is employed to control the amplifica-
tion of differential deviation (xb�xc) [41].

3.2. Crossover

At the second phase, DE usually utilizes a binomial crossover
operation to produce a trial vector ui ¼ ðui1;ui2;…;uiDÞ according to
the following equation:

uij ¼
vij if rand 0;1½ �joCr3 j¼ ¼ jrand;
xij otherwise ;

(
ð7Þ

where i¼ 1;2;…;Np, and j¼ 1;2;…;D, and rand 0;1½ �j is a real
random number within [0,1], and jrandAf1;2;…;Dg is a randomly
generated integer, which is used to make sure that the trial vector
ui gets at least one component from the mutant vector vi. In
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