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a b s t r a c t

In this paper, we investigate the robust stability problem for the class of delayed neural networks under
parameter uncertainties and with respect to nondecreasing activation functions. Firstly, some new upper
bound values for the elements of the intervalized connection matrices are obtained. Then, a new
sufficient condition for the existence, uniqueness and global asymptotic stability of the equilibrium point
for this class of neural networks is derived by constructing an appropriate Lyapunov–Krasovskii
functional and employing homeomorphism mapping theorem. The obtained result establishes a new
relationship between the network parameters of the neural system and it is independent of the delay
parameters. A comparative numerical example is also given to show the effectiveness, advantages and
less conservatism of the proposed result.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

In the recent years, the analysis of dynamical behaviors of
neural networks has been an important issue due to their potential
and important applications in many engineering areas such as
image and signal processing, associative memory, pattern recogni-
tion, parallel computation, control theory and optimization.
In particular, the focus has been on the stability problem in neural
networks since stability analysis is of prime importance in appli-
cations of neural networks for solving practical engineering
problems. However, when studying stability properties of neural
networks, some critical issues must be taken into consideration.
One of these issues is the effect of time delays which are due to the
finite switching speed of neurons and amplifiers in the process of
implementation of neural networks. It is known that the existence
of time delays may lead to oscillation and instability of neural
networks, which may cause a negative effect on the results of the
intended applications of neural networks. Another critical issue to
be considered in the stability analysis of neural systems is the
deviations in the values of the electronic components during
the electronic implementation of neural networks. Therefore,
stability analysis of neural networks at the presence of time
delays and parameter uncertainties becomes an important task
to be achieved. In order to establish the desired stability proper-

ties of neural networks with time delays under the parameter
uncertainties, one must ensure the robust stability of delayed
neural networks. Robust stability analysis of different models of
neural networks has been carried out by many researchers and
various stability results have been reported in the past literature
(see e.g. [1–31] and the references therein). The previously reported
literature results have mainly employed Lyapunov–Krasovskii
functionals and used different methods such as delay decomposi-
tion approach, convex combination techniques, free-weighting
matrix approach, fixed point theorem, homeomorphism mapping
theorem, linear matrix inequalities and M-Matrix condition in the
derivation of the robust stability of various classes of neural
networks with respect to different classes of activation functions
(see e.g. [1–31]and the references therein). The main question to be
addressed in the analysis of robust stability of neural networks is
the problem of finding some upper bound parameters relying on
the values of the elements of the intervalized interconnection
matrices of neural networks, which requires to get involved in the
analysis of some certain properties of interval matrices. Some of the
previously reported results have defined different upper bound
norms for the intervalized interconnection matrices, which have
been successfully applied to derive new sufficient conditions for
robust stability of delayed neural networks [2–5]. Motivated by the
results of [2–5], we carry out an analysis of interval matrices whose
elements are defined in a certain interval and derive a new upper
bound for the norm of the intervalized interconnection matrices of
neural networks. Then, by employing this new result, and using a
generalized Lyapunov–Krasovskii functional and homeomorphism
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mapping theorem, we study the robust stability problem for the
class of neural networks with discrete time delays with respect to
nondecreasing activation functions and derive a new easily verifi-
able delay-independent sufficient condition for the existence,
uniqueness and global robust asymptotic stability of this class of
neural networks. A comparative numerical example is also given to
demonstrate the effectiveness of the obtained result.

We use the notations: Throughout this paper, the superscript T
represents the transpose. I stands for the identity matrix of
appropriate dimension. For the vector v¼ ðv1; v2;…; vnÞT , jvj will
denote jvj ¼ ðjv1j; jv2j;…; jvnjÞT . For any real matrix Q ¼ ðqijÞn�n, jQ j
will denote jQ j ¼ ðjqijjÞn�n, and λmðQ Þ and λMðQ Þ will denote the
minimum and maximum eigenvalues of Q, respectively. If
Q ¼ ðqijÞn�n is a symmetric matrix, then, Q40 will imply that Q
is positive definite, i.e., Q has all real and positive eigenvalues. We
also recall the following vector and matrix norms:

‖v‖1 ¼ ∑
n

i ¼ 1
jvij; ‖v‖2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
n

i ¼ 1
v2i

s
; ‖v‖1 ¼ max

1r irn
jvij

‖Q‖1 ¼ max
1r irn

∑
n

j ¼ 1
jqjij; ‖Q‖2 ¼ ½λmaxðQTQ Þ�1=2;

‖Q‖1 ¼ max
1r irn

∑
n

j ¼ 1
jqijj

2. Model description and preliminaries

In this paper, we will consider delayed neural network model
whose dynamical behavior is governed by the following sets of
nonlinear differential equations:

dxiðtÞ
dt

¼ �cixiðtÞþ ∑
n

j ¼ 1
aijf jðxjðtÞÞ

þ ∑
n

j ¼ 1
bijf jðxjðt�τjÞÞþui; i¼ 1;2;…;n ð1Þ

where n is the number of the neurons, xiðtÞ denotes the state of the
neuron i at time t, f ið�Þ denote activation functions, aij and bij denote
the strengths of connectivity between neurons j and i at time t and
t�τj, respectively; τj represents the time delay required in trans-
mitting a signal from the neuron j to the neuron i, ui is the constant
input to the neuron i, ci is the charging rate for the neuron i.

The matrix–vector form of the neural network model (1) is the
following:

_xðtÞ ¼ �CxðtÞþAf ðxðtÞÞþBf ðxðt�τÞÞþu ð2Þ
where xðtÞ ¼ ðx1ðtÞ; x2ðtÞ;…; xnðtÞÞT A Rn, A¼ ðaijÞn�n, B¼ ðbijÞn�n,
C ¼ diagðci40Þ, u¼ ðu1;u2;…;unÞT A Rn, f ðxðtÞÞ ¼ ðf 1ðx1ðtÞÞ;
f 2ðx2ðtÞÞ;…; f nðxnðtÞÞÞT A Rn and f ðxðt�τÞÞ ¼ ðf 1ðx1ðt�τ1ÞÞ;
f 2ðx2ðt�τ2ÞÞ;…; f nðxnðt�τnÞÞÞT A Rn.

The parameters A¼ ðaijÞn�n, B¼ ðbijÞn�n, C ¼ diagðci40Þ in
neural system (1) are assumed to be norm-bounded and satisfy
the following conditions:

CI ¼ ½C ;C � ¼ fC ¼ diagðciÞ : 0ocircirci; i¼ 1;2;…;ng
AI ¼ ½A;A� ¼ fA¼ ðaijÞn�n : aijraijraij; i; j¼ 1;2;…;ng
BI ¼ ½B;B� ¼ fB¼ ðbijÞn�n : bijrbijrbij; i; j¼ 1;2;…;ng ð3Þ

We will assume that the functions fi satisfy the following condi-
tion:

0r f iðxÞ� f iðyÞ
x�y

rki; i¼ 1;2;…;n; 8x; yAR; xay

where the ki's are some positive constants. This class of functions
will be denoted by f AK.

In the light of (3), the robust stability of the equilibrium point
of system (1) is stated as follows:

Definition 1. The neural network defined by (2) with the para-
meter ranges defined by (3) is globally asymptotically robust
stable if the unique equilibrium point xn ¼ ðxn1; xn2;…; xnnÞT of the
neural system (2) is globally asymptotically stable for all CACI ,
AAAI and BABI .

The following fact is stated in [1] :

Fact 1 (Arik [1]). If A¼ ðaijÞn�n and B¼ ðbijÞn�n satisfy the para-
meter ranges defined by (3) and have bounded norms, then, there
exist some positive constants sðAÞ and sðBÞ
‖A‖2rsðAÞ and ‖B‖2rsðBÞ

The following results that define different upper bound norms
for the interval matrices will be needed in the context of
comparison of our result with previously reported results in the
literature:

Lemma 1 (Faydasicok and Arik [2]). Let B be any real matrix defined
by

BABI ¼ ½B;B� ¼ fB¼ ðbijÞn�n : bijrbijrbij; i; j¼ 1;2;…;ng

Define Bn ¼ 1
2ðBþBÞ and Bn ¼ 1

2ðB�BÞ. Let

s1ðBÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
‖jBnTBnjþ2jBnT jBnþBT

n
Bn‖2

q
Then, the following inequality holds:

‖B‖2rs1ðBÞ:

Lemma 2 (Chen et al. [3]). Let B be any real matrix defined by

BABI ¼ ½B;B� ¼ fB¼ ðbijÞn�n : bijrbijrbij; i; j¼ 1;2;…;ng

Define Bn ¼ 1
2ðBþBÞ and Bn ¼ 1

2ðB�BÞ. Let
s2ðBÞ ¼ ‖Bn‖2þ‖Bn‖2

Then, the following inequality holds:

JBJ2rs2ðBÞ

Lemma 3 (Ensari and Arik [4]). Let B be any real matrix defined by

BABI ¼ ½B;B� ¼ fB¼ ðbijÞn�n : bijrbijrbij; i; j¼ 1;2;…;ng

Define Bn ¼ 1
2ðBþBÞ and Bn ¼ 1

2ðB�BÞ. Let

s3ðBÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
‖Bn‖22þ‖Bn‖22þ2‖BT

n
jBnj‖2

q
Then, the following inequality holds:

‖B‖2rs3ðBÞ:

Lemma 4 (Singh [5]). Let B be any real matrix defined by

BABI ¼ ½B;B� ¼ fB¼ ðbijÞn�n : bijrbijrbij; i; j¼ 1;2;…;ng

Define B̂ ¼ ðb̂ijÞn�n with b̂ij ¼maxfjbijj; jbijjg. Let
s4ðBÞ ¼ ‖B̂‖2

Then, the following inequality holds:

JBJ2rs4ðBÞ:

In what follows, we present two lemmas whose results will
play an important role in determining our main result for the
existence, uniqueness and global robust asymptotic stability of the
equilibrium point of neural system (1).
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