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h i g h l i g h t s

• We propose a method to estimate the arbitrary motion of a stereo rig very accurately.
• We account for different type of motion, side motion, forward motion and rotation motion.
• The proposed method is a feature based method that can estimate very large motion.
• The true motion parameters (velocity and acceleration) are obtained in presence of noise from a jerky robot motion.
• On the contrary to the existing method, we estimated the exact translational motion as opposed to up to a scale factor.
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a b s t r a c t

In this paper, we propose a novel method to accurately estimate the arbitrary motion of a calibrated
stereo rig from a noisy sequence. In the proposed method, a projective camera model is used which is
appropriate for scenes where the objects are close to the camera or where there is depth variation in the
scene. We propose a feature-based method that estimates large 3D translation and rotation motion of a
moving rig. The translational velocity and acceleration and angular velocity of the rig are then estimated
using a recursive method. In addition, we account for different motion types such as pure rotation and
pure translation in different directions. In our studies, we assume that the rig motion is noisy, i.e., the
acceleration and velocity of the camera are not perfectly constant. Our experimental results show that
we obtain accurate estimates of rotation matrix and translation vector parameters across different test-
cases with large and small baselines. For long sequences, the estimated motion parameters are within
±0.2 mm.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Camera motion estimation, also known as ego-motion estima-
tion, is an important application of computer vision that could be
applied to autonomous robot and vehicle navigation.Wheel odom-
etry and sensors such as gyroscopes are commonly used to navi-
gate robots. However, if the surfacewhere robot ismoving through
is rough or slippery, the wheels might get stuck or slip. Therefore,
these approaches are not very reliable. On the other hand, ego-
motion estimation (visual odometry) is much more robust and is
not affected by the aforementioned issues. Visual navigation and
localization for mobile robots has been researched for over three
decades. Visual navigation methods can be roughly divided in two
categories, map-based and mapless systems. Map-based systems
such as [1] require prior knowledge of the surrounding environ-
ment whereas the mapless systems acquire information about the
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environment as the robot navigates through it. For several ap-
plications such as underwater, aerial and planetary expedition,
obtaining prior knowledge of the environment is not possible,
therefore, having a reliable mapless navigation and localization
system is highly desirable. Among variousmethods for mapless vi-
sual odometry, feature tracking has become very popular due to
its robustness and accuracy. In order to increase the accuracy of the
ego-motion estimation, the use of stereo rig instead of amonocular
rig has become very common at the cost of increasing computation
time. Using a stereo rig provides additional information such as
depth that can help solve motion estimation problem without the
issue of scale factor. Hence, in the proposed method, a calibrated
stereo camera is used to recover the depth information to eliminate
the scale factor dependency of the camera motion estimation.

In this paper, the focus is onmapless navigationwith projective
camera model for a long noisy sequence. Therefore, the proposed
method ismost useful for ground andunderwater robots due to the
fact that in the projective camera model, close objects and depth
variation do not affect the accuracy of the results. In addition, since
the motion of the robot is calculated from camera motion, no prior
information of the surrounding environment is needed and the
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condition of the ground (slippery) is not of significant importance.
On the other hand, to estimate the motion parameters of the
robot such as velocity and acceleration, a robust noise removing
procedure is needed, especially if the robot has jerky motion. The
major advantage of the proposed method is that there are no prior
assumptions regarding the camera motion. Motion estimation
techniques for each motion model such as translational in x- and
z-direction and pure rotation are very different, therefore, the
applicability of motion estimation algorithms based on a specific
motion model is rather limited.

The proposed method consists of two main parts, frame-
by-frame motion estimation and motion parameter estimation
(velocity and acceleration) for a long noisy sequence of images.
The frame-by-frame motion estimation for two stereo pair images
taken at times t and t + 1 is as follows:

1. Feature detection for both stereo pair images.
2. Feature matching between the left images of each stereo pair.
3. Estimating the relative pose between the left images and

finding the inlier matches.
4. Determining the motion type and direction of the camera.
5. Finding the exact translation motion of the camera.

Once the frame-by-frame motion is obtained, the motion pa-
rameters are computed using Kalman filter [2]. The proposed
method is very robust to errors caused both by false matches (us-
ing RANSAC [3] in Step (3)) and noisy camera motion from uneven
surface (through the use of Kalman filter). As a result of Steps (3)
and (4), the proposed method can estimate very large motions in
different directions robustly. Also, the motion type (pure rotation
and pure translation in x- or z-directions) is automatically deter-
mined in Step (4). In addition, in Step (5) only the inlier matches
from stereo matching and inlier matches from Step (3) are used
to remove the false matches. Therefore, feature matching becomes
very robust and the chance of having false matches decreases dra-
matically.

Other important characteristics of the proposed algorithm are:
(1) the feature descriptor is invariant to rotation and scaling, there-
fore, large rotation and motion along the optical axis are covered,
(2) the scene is assumed to be stationary and (3) the underlying
true motion of the camera can be recovered as the output of the
Kalman filter. In this work, we propose an integrated ego-motion
estimation framework that finds the translation and rotation of a
moving stereo rig over long noisy sequences. Our contributions are
as follows.

• We propose an accurate frame-by-frame motion estimation
method that finds the true translation vector as opposed to
other methods that are up-to a scale factor.

• We find the motion parameters of a long sequence using a
recursive estimator that accurately finds the correct motion
parameters in the presence of both measurement and system
noise.

• In our experiments, we use an unstable moving stereo rig to
emulate the real-world environment where the robot motion
is not ideal, e.g., the acceleration might not be constant. Our
experimental results show significant accuracy improvement
versus the existing ego-motion estimation methods.

In addition to [4], in this paper, we have added further details on
the proposed algorithm and have also improved the experimental
setup. In the previous setup, the stereo rig was mounted on a
moving rig (on a rail) and the DSLR camera was too heavy for the
rig, hence the stereo rig was unstable which resulted in blurry
images. Furthermore, to verify our proposedmethod, we only used
different views of a multiview setup fromMiddlebury database [5]
as reference and current frames. In this paper, we have verified
the camera motion for both side and frontal motions at different

step sizes as described in Section 5. Using our new stereo setup,
we can guarantee constant velocity whereas in the previous rig,
due to the fluctuations of the power of the rig’s motor, the velocity
was sinusoidal.

In this paper, we assume that the features are already given and
tracked through time and hence, feature detection and traction are
not the focus of this paper. The remainder of the paper is organized
as follows. Previous work is described in Section 2. Section 3
describes the problem formulation. Proposed methods for frame-
by-framemotion estimation andmotion parameter estimation are
described in Section 4. Section 5 presents our experimental setup
and results. Finally, Section 6 concludes the paper.

2. Related work

Visual navigation and localization for mobile robots has been
researched for over three decades [6]. Ego-motion estimation has
been extensively studied for bothmonocular [7,8] and stereo cam-
eras [9–15]. Mapless motion estimation techniques can generally
be classified into two categories (1) feature-based [14,13,12,11,
10,16–19] and (2) flow-based [9,20,21] methods. Feature-based
methods extract features such as corners, lines and curves and
track them in both spatial (for stereo cameras) and temporal do-
mains. Flow-based methods treat the intensity of the image as a
function of time, I(x, y, δt), and evaluate the image based on dif-
ferential changes in the intensity image. However, the assumption
is that the inter-frame motion is very small.

A popular feature-basedmethod for robot navigation is the sin-
gular value decomposition (SVD) [22] method where the main as-
sumption is to use an orthographic camera model. However, if
the objects are close to the camera, this assumption no longer
holds; hence, the applicability of this method is very limited. Sev-
eral papers use Harris corner detection technique [23] to achieve
real-time performance. However, since Harris corner detection is
not scale and rotation invariant, if the robot is moving towards
the objects or rotates, Harris corner detection fails and produces
erroneous results [14,13]. In ego-motion estimation, if the cam-
era motion is noisy (i.e., a moving rig with noisy acceleration in
a bumpy environment), there will be process noise. Another issue
in ego-motion estimation for long sequences is to establish a ref-
erence coordinate to accommodate the propagation of rotation in
consecutive frames because the translation and rotation of all the
consecutive frames must be in the same direction. In the proposed
method, we assume that the coordinate of the first reference frame
is the overall reference coordinate and estimate the translation and
rotation of all frames with respect to the assumed reference coor-
dinate. Table 1 shows the comparison between the proposed and
the previous methods. As shown in Table 1, the proposed method
can estimate the true motion parameters (not up-to a scale factor)
even when the input sequence is noisy. Although other methods
claim that they have achieved real-time performance, they have
sacrificed accuracy for speed. In addition, if the robot is moving to-
wards the object, having a scale invariant feature detection tech-
nique is crucial [14]. Furthermore, the perspective camera model
is only suitable for scenes where the objects are far away from
the camera which limits the applicability of the method proposed
in [12]. In [16], even though they have accounted for feature noise,
they fail to account for camera noise. For the case where the road
is bumpy, the method in [16] cannot estimate the true underlying
motion of the camera.

3. Problem formulation

The problem formulation consists of two parts, measurement
and state equations. The measurement equation which we refer
to as frame-by-frame motion estimation computes the motion of
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