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a b s t r a c t

This paper deals with global exponential synchronization in arrays of coupled delayed chaotic neural

networks with nonlinear hybrid coupling. Through constructing one novel Lyapunov–Krasovskii

functional, two novel synchronization criteria are presented in terms of linear matrix inequalities

(LMIs) based on reciprocal convex technique, and these conditions are heavily dependent on the

bounds of both time-delay and its derivative. Through employing LMI in Matlab Toolbox and adjusting

some matrix parameters in the derived results, the design and applications of the generalized networks

can be realized, which shows that our methods can improve some reported methods. The efficiency and

applicability of the proposed methods can be demonstrated by three numerical examples with

simulations.

& 2012 Elsevier B.V. All rights reserved.

1. Introduction

In past decades, synchronization of various chaotic systems
has gained considerable attention since the pioneering works of
Pecora and Carroll appeared [1,2]. Presently, it is widely known
that many benefits of having synchronization or chaos synchro-
nization in various engineering fields can be existent such as
secure communication, image processing, harmonic oscillation
generation, and so on. Also, the existence of synchronization in
language emergence and development results can help come up
with the common vocabulary and agents’ synchronization in
organization management can improve their work efficiency. In
recent years, the problem on synchronization in chaotic systems
has been extensively investigated owing to the potential applica-
tions in various engineering areas [6–34]. Especially, since chaos
synchronization in arrays of linearly coupled dynamical systems
was firstly considered by [3], arrays of coupled systems including
coupled delayed chaotic ones have attracted the researchers’
attention as they can exhibit some interesting phenomena [4,5],

and many elegant results have been derived in the present
literature, see [8–34] and the references therein.

As a typical complex networks, delayed neural networks (DNNs)
have been verified to exhibit some complex and unpredictable
behaviors such as stable equilibria, periodic oscillations, bifurcation,
and chaotic attractors. Thus chaos synchronization for arrays of
coupled DNNs have been discussed widely and many elegant results
have been proposed in [9–34] recently. In [9], by applying adaptive
feedback controllers, the paper has studied the global synchroniza-
tion of coupled complex networks with delayed coupling based on
pinning control. The stability of synchronized state has been studied
in arbitrarily coupled delayed complex networks in [10], where
coupling configurations are not assumed to be symmetric and
irreducible. The synchronization of linearly coupled DNNs was
investigated in [11], in which the dynamical behavior of the
uncoupled system can be chaotic or others and the coupling
configuration is variable. The authors in [12] have considered the
robust synchronization of coupled DNNs under general impulsive
control. In [13], this paper has proposed an adaptive procedure to
the synchronization for coupled identical Yang–Yang type fuzzy
DNNs based on one simple adaptive controller. In [14], with all
parameters unknown, the authors studied the robust synchroniza-
tion between two coupled DNNs that were linearly and unidirec-
tionally coupled. Owing to those above-mentioned results were
presented via some complicated inequalities, which makes them
uneasily checked and applied to real cases.

Later, through combining LMI approach and Kronecker product,
as for various coupled DNNs, some easy-to-check criteria were
established for some kinds of synchronization such as asymptotical
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synchronization, cluster synchronization, robust synchronization,
and exponential one [15–34]. Yet, the system forms in [15–26]
seemed simple and the inner linking matrices needed to be sym-
metric, which make those derived results unapplicable to tackle
more general DNNs. Though the authors have studied the exponen-
tial synchronization for coupled DNNs of general forms and the
convex technique was utilized in [27], its condition on behaved
function of addressed networks was very strict and the inner linking
matrices were symmetric. Based on LMI approach, the authors have
studied the exponential synchronization for delayed neural net-
works in [28–30] and some elegant results have been given, in
which unbounded distributed delay and impulsive effects were
involved. On the other hand, since hybrid coupling was firstly
introduced in [31], some good synchronization results have been
given to improve its discussion for coupled DNNs of simple forms in
[32–34]. Presently, as for time variable delay, reciprocal convex
approach has been proven to be very efficient in reducing the
conservatism [35]. To our best knowledge, with both available
bounds of time delay and its derivative, few authors have used the
combination of the reciprocal convex technique and convex one to
deal with the global synchronization for coupled chaotic DNNs and
the inner linking matrices unnecessarily symmetric, which consti-
tutes the main focus of this work.

In this paper, the global exponential synchronization of N

identical chaotic neural networks with nonlinear hybrid coupling
is studied and two novel conditions are derived by utilizing LMI
form. It shows that the chaos synchronization of coupled net-
works is ensured by a suitable design of inner coupled linking
matrix and inner delayed coupled linking ones. The addressed
systems can include some famous network models as its special
cases and the combined convex technique are employed to reduce
the conservatism. Finally, the efficiency of the synchronization
criteria can be demonstrated by utilizing three numerical
examples.

Notations: Rn denotes the n-dimensional Euclidean space, and
Rn�m is the set of all n�m real matrices. For the symmetric matrices
X,Y ,X4Y(respectively, XZY) means that X�Y40ðX�YZ0Þ is a
positive-definite (respectively, positive-semidefinite) matrix; AT

stands for the transpose of matrix A; Im represents the m�m

identity matrix; and ½ X
YT

Y
Z� ¼ ½

X
n

Y
Z� with n denoting the symmetric

term in a symmetric matrix.

2. Problem formulations

Suppose the nodes are coupled with states xiðtÞ,iAf1, . . . ,Ng,
we consider the following dynamical networks with each node
being an n-dimensional delayed chaotic neural networks
described by

_xiðtÞ ¼�bðxiðtÞÞþAf ðxiðtÞÞþBf ðxiðt�tðtÞÞÞþ IðtÞ

þ
XN

j ¼ 1

l1ijGhðxjðtÞÞþ
XN

j ¼ 1

l2ijHhðxjðt�tðtÞÞÞ

þ
XN

j ¼ 1

l3ijK

Z t

t�tðtÞ
hðxjðsÞÞ ds, ð1Þ

where xiðtÞ ¼ ½xi1ðtÞ,xi2ðtÞ, . . . ,xinðtÞ�
T are the state vectors, here

A¼ ½aij�n�n,B¼ ½bij�n�n, bðxiÞ ¼ ½b1ðxi1Þ, . . . ,bnðxinÞ�
T stand for the

behaved functions, f ðxið�ÞÞ ¼ ½f 1ðxi1ð�ÞÞ, . . . ,f nðxinð�ÞÞ�
T are the acti-

vation functions, IðtÞ ¼ ½I1ðtÞ, . . . ,InðtÞ�
T ARn is the external input

vector, and hðxið�ÞÞ ¼ ½h1ðxi1ð�ÞÞ, . . . ,hnðxinð�ÞÞ�
T are the nonlinear

functions; here we also assume G¼ diagðg1, . . . ,gnÞZ0,H¼
diagðh1, . . . ,hnÞZ0, and K ¼ diagðk1, . . . ,knÞZ0 to represent the
inner coupling matrices.

For the dynamical networks (1), the following assumptions are
utilized throughout this paper.

Assumption 1. Here tðtÞ denotes the interval time-varying delay
satisfying

0rt0rtðtÞrtm, m0r _tðtÞrmmoþ1, ð2Þ

and we set tm ¼ tm�t0 and mm ¼ mm�m0.

Assumption 2. Lk
¼ ½lkij�N�N ðk¼ 1;2,3Þ is the configuration matrix

that is irreducible and satisfies

lkijZ0, lkii ¼�
XN

j ¼ 1,ja i

lkij, ia j; i,j¼ 1, . . . ,N; k¼ 1;2,3, ð3Þ

here lkij40, if there exists a connection between node i and the
one j and otherwise, lkij ¼ 0.

Assumption 3. Each function bið�Þ : R-R is globally Lipschitz and
there exists gi such that 0rgir

_b iðzÞoþ1 for all zAR. Here, we
denote G¼ diagðg1, . . . ,gnÞ.

Assumption 4. For any a,bAR, the nonlinear functions f ið�Þ and
hið�Þ satisfy the following conditions:

½f iðaÞ�f iðbÞ�sþi ða�bÞ�½f iðaÞ�f iðbÞ�s�i ða�bÞ�r0,

½hiðaÞ�hiðbÞ�d
þ

i ða�bÞ�½hiðaÞ�hiðbÞ�d
�

i ða�bÞ�r0, i¼ 1, . . . ,n,

where sþi ,s�i ,dþi ,d�i are given constants. Here we introduce the
following denotations S ¼ diagðsþ1 , . . . ,sþn Þ, S¼ diagðs�1 , . . . ,s�n Þ,
di ¼ ðd

þ

i þd
�

i Þ=2, and

S1 ¼ diagðsþ1 s�1 , . . . ,sþn s�n Þ, S2 ¼ diag
sþ1 þs

�
1

2
, . . . ,

sþn þs�n
2

� �
:

Suppose that the complex networks (1) will approach the

desired inhomogeneous state defined by x1ðtÞ, . . . ,xNðtÞ-sðtÞ, i.e.,

sðtÞARn is the desired synchronization state. The function s(t) is

defined as

_sðtÞ ¼�bðsðtÞÞþAf ðsðtÞÞþBf ðsðt�tðtÞÞÞþ IðtÞ: ð4Þ

Let eiðtÞ ¼ xiðtÞ�sðtÞ, bðeiðtÞÞ ¼ bðeiðtÞþsðtÞÞ�bðsðtÞÞ,f ðeið�ÞÞ ¼

f ðeið�Þþsð�ÞÞ�f ðsð�ÞÞ, and hðeið�ÞÞ ¼ hðeið�Þþsð�ÞÞ�hðsð�ÞÞ, then one
can easily check that

XN

j ¼ 1

l1ijGhðxjðtÞÞ ¼
XN

j ¼ 1

l1ijGhðejðtÞþsð�ÞÞ

¼
XN

j ¼ 1

l1ijGhðejðtÞÞþ
XN

j ¼ 1

l1ijGhðsðtÞÞ ¼
XN

j ¼ 1

l1ijGhðejðtÞÞ: ð5Þ

Thus it follows from (5) that

XN

j ¼ 1

l2ijHhðxjðt�tðtÞÞÞ ¼
XN

j ¼ 1

l2ijHhðejðt�tðtÞÞÞ,

XN

j ¼ 1

l3ijK

Z t

t�tðtÞ
hðxjðsÞÞ ds¼

XN

j ¼ 1

l3ijK

Z t

t�tðtÞ
hðejðsÞÞ ds: ð6Þ

Subtracting (4) from (1) and using (5)–(6), we can derive

_eiðtÞ ¼�bðeiðtÞÞþAf ðeiðtÞÞþBf ðeiðt�tðtÞÞÞþ
XN

j ¼ 1

l1ijGhðejðtÞÞ

þ
XN

j ¼ 1

l2ijHhðejðt�tðtÞÞÞþ
XN

j ¼ 1

l3ijK

Z t

t�tðtÞ
hðejðsÞÞ ds, i¼ 1;2,3:

ð7Þ

It is easy to verify that the functions bðeiðtÞÞ and f ðeið�ÞÞ satisfy
Assumptions 3 and 4. In what follows, some useful basic defini-
tions and denotation need to be introduced.
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