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Given a (master) set M of n points in d-dimensional Euclidean space, consider drawing
a random subset that includes each point mi ∈ M with an independent probability pi .
How difficult is it to compute elementary statistics about the closest pair of points in
such a subset? For instance, what is the probability that the distance between the closest
pair of points in the random subset is no more than �, for a given value �? Or, can
we preprocess the master set M such that given a query point q, we can efficiently
estimate the expected distance from q to its nearest neighbor in the random subset? These
basic computational geometry problems, whose complexity is quite well-understood in the
deterministic setting, prove to be surprisingly hard in our stochastic setting. We obtain
hardness results and approximation algorithms for stochastic problems of this kind.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

Many years ago, Knuth [12] posed the now classic post-office problem, namely, given a set of points in the plane, find
the one closest to a query point q. The problem, which is fundamental and arises as a basic building block of numerous
computational geometry algorithms and data structures [7], is reasonably well-understood in small dimensions. In this
paper, we consider a stochastic version of the problem in which each post office may be closed with certain probability. In
other words, a given set of points M in d dimensions includes the locations of all the post offices but on a typical day each
post office mi ∈ M is only open with an independent probability pi . The set of points M together with their probabilities
form a probability distribution where each point mi is included in a random subset of points with probability pi . Thus,
given a query points q, we now must talk about the expected distance from q to its closest neighbor in M . Similarly, instead
of simply computing the closest pair of points in a set, we must ask: how likely is it that the closest pair of points are no
more than � apart?

In this paper, we study the complexity of such elementary proximity problems and establish both upper and lower
bounds. In particular, we have a finite set of points M in a d-dimensional Euclidean space, which constitutes our master set
of points, and hence the mnemonic M . Each member mi of M has probability pi of being present and probability 1 − pi of
being absent. (Following the post-office analogy, the ith post office is open with probability pi and closed otherwise.) These
probabilities are independent, but otherwise arbitrary, and lead to a sample space of 2n possible subsets, where a sample
subset includes the ith point with independent probability pi . We achieve the following results.
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1. It is #P-hard to compute the probability that the closest pair of points have distance at most a value �, even for
dimension 2 under the L∞ norm.

2. In the linearly-separable and bichromatic planar case, the above closest pair probability can be computed in polynomial
time under the L∞ norm.

3. Without the linear separability, even the bichromatic version of the above problem is #P-hard under the L2 or L∞
norm.

4. Even with linear separability and L∞ norm, the bichromatic case becomes #P-hard in dimension d � 3.
5. We give a linear-space data structure with O (log n) query time to compute the expected distance of a given query point

to its (1 + ε)-approximate nearest neighbor when the dimension d is a constant.

1.1. Related work

A number of researchers have recently begun to explore geometric computing over probabilistic data [1,2,14,19]. These
studies are fundamentally different from the classical geometric probability that deals with properties of random point sets
drawn from some infinite sets, such as points in unit square [11]. Instead, the recent work in computational geometry is
concerned with worst-case sets of objects and worst-case probabilities or behavior. In particular, the recent works in [1,2]
deals with the database problem of skyline computation using a multiple-universe model. The work of van Kreveld and
Löffler [14,19] deals with objects whose locations are randomly distributed in some uncertainty regions. Guibas et al. [8]
consider the behavior of fundamental geometric constructs such as the Voronoi diagrams when the point generators are not
known precisely but only given as Gaussian distributions. Unlike these results, our focus is not on the locational uncertainty
but rather on the discrete probabilities with which each point may appear.

2. The stochastic closest pair problem

We begin with the complexity of the stochastic closest pair (SCP) problem in the plane, which asks for the probability
that the closest pair of points in the plane has distance at most a given bound �. We use the notation d(P , Q ) for the L2
distance between two sets P and Q . (When using the L∞ or L1 norms, we will use d∞(P , Q ) and d1(P , Q ).) Consider
a set of points M = {m1,m2, . . . ,mn} in the plane, called the master set. Each point mi is active, or present, with some
independent and arbitrary but known (rational-valued) probability pi . The independent point probabilities induce a sample
space Ω with 2n outcomes. Let S ⊂ M denote the set of active points in a trial. Then an outcome A ⊆ M occurs with
probability Pr[S = A] = ∏

mi∈A pi
∏

mi /∈A(1 − pi). We ask for the probability that minmi ,m j∈S d(mi,m j) � �. We will show
that this basic problem is intractable, via reduction from the problem of counting minimum vertex covers in planar unit disk
graphs. In order to show that even the bichromatic closest pair problem is hard, we also prove that a corresponding vertex
cover counting problem is also hard for a bichromatic version of the unit disk graphs.

2.1. Counting vertex covers in unit disk graphs

The problem of counting minimum cardinality vertex covers in a graph [13,16,18] is the following. Given a graph G =
(V , E), how many node-subsets S ⊆ V constitute a vertex cover of minimum cardinality, where S is a vertex cover of G if
for each uv ∈ E , either u ∈ S or v ∈ S . This problem is known to be #P-hard, even for planar bipartite graphs with maximum
degree 3 [16]. This immediately shows that counting the minimum weight vertex covers is also hard for this type of graphs,
as we can always assign the same weight to all the node, so that the minimum cardinality vertex cover minimizes the
weight as well. Throughout this paper, we simply use the term minimum vertex cover instead of minimum weight vertex
cover, and the term minimum cardinality vertex cover is used otherwise.

Let #MinVC denote the problem of counting minimum weight vertex covers in a graph. We will consider this problem
on unit disk graphs, which are the intersection graphs of n equal-sized circles in the plane: each node corresponds to a
circle, and there is an edge between two nodes if the corresponding circles intersect. The following theorem considers the
complexity of #MinVC problem on unit disk graphs.

Theorem 2.1. It is #P-hard to compute the number of minimum weight vertex covers in weighted unit disk graphs, even if all the nodes
have weight 1 or 2, and even if the distances are measured in the L∞ metric.

Throughout this section, we assume that the disks defining unit disk graphs have radius 1. The first step of the proof is
the following well-known lemma of Valiant [17].

Lemma 2.2. A planar graph G = (V , E) with maximum degree 4 can be embedded in the plane using O (|V |2) area in such a way that
its nodes are at integer coordinates and its edges are drawn so that they are made up of line segments of the form x = i or y = j, for
integers i and j.
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