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a b s t r a c t

Traditionalmultivariate tests such asHotelling’s test orWilk’s test are designed for classical
problems, where the number of observations is much larger than the dimension of the
variables. For high-dimensional data, however, this assumption cannot be met any longer.
In this article, we consider testing problems in high-dimensional MANOVA where the
number of variables exceeds the sample size. To overcome the challenges with high
dimensionality, we propose a new approach called a shrinkage-based regularization test,
which is suitable for a variety of data structures including the one-sample problem and
one-wayMANOVA. Our approach uses a ridge regularization to overcome the singularity of
the sample covariance matrix and applies a soft-thresholding technique to reduce random
noise and improve the testing power. An appealing property of this approach is its ability
to select relevant variables that provide evidence against the hypothesis. We compare
the performance of our approach with some competing approaches via real microarray
data and simulation studies. The results illustrate that the proposed statistics maintains
relatively high power in detecting a wide family of alternatives.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

With recent advances of high-throughput techniques, high-dimensional data, such as gene expression and proteomics
data, has become increasingly popular in many modern statistical studies. These new classes of data have a remarkable
feature in common—that is, the dimensionality of the variables or parameters p is much greater than the number of
observations n. This ‘‘large p, small n’’ problem poses various computational and statistical challenges to classical statistical
methodologies; see, for example, Donoho (2000) and Fan and Li (2006) for comprehensive surveys of statistical issues
created by high dimensionality.

In this article, we focus on the problem of comparing mean vectors in high-dimensional MANOVA (HMANOVA), where
the dimension of variables is much larger than the sample size. This statistical issue has become an important research
topic in many practical settings, for instance, gene set analysis that aims to detect differentially expressed gene sets or
pathways across several experimental conditions (e.g., Goeman et al., 2004; Nam and Kim, 2008; Tsai and Chen, 2009). In
general, there are two main challenges with high dimensionality in HMANOVA. First, when p > n, the standard sample
covariance matrix becomes singular with probability 1, and hence it cannot be inverted any more. Consequentially, many
classical methods, such as Hotelling’s T 2 test and Wilk’s Λ test, break down completely in such high-dimensional settings.
One intuitive and naive strategy is to use the generalized inverse matrix of the sample covariance matrix to generalize
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Hotelling’s T 2 test (Srivastava, 2007). However, the performance of such an approach is very unstable, since the high-
dimensional covariance matrix cannot be efficiently estimated from a relatively small number of observations. Another
possible and often efficient strategy is to regularize the sample covariance matrix. The simplest one may be that known as
the independence rule (Tibshirani et al., 2002; Bickel and Levina, 2004; Fan and Fan, 2008), which regularizes the covariance
matrix to a diagonal matrix. In fact, this rule makes an essential assumption that all variables are mutually independent,
and hence dramatically reduces the number of parameters to be estimated. The same idea is also referred to as the ‘‘naive
Bayes’’ assumption in the machine learning literature. A more general approach is to shrink the sample covariance matrix
toward an identity matrix. Such a method has been successfully applied in the context of high-dimensional discriminant
analysis (Friedman, 1989; Xu et al., 2009). In effect, this method can be viewed as a James–Stein estimator of the covariance
matrix (Ledoit andWolf, 2004).More recently, Tsai and Chen (2009) andWarton (2008) introduced this technique for testing
statistical hypotheses in HMANOVA and high-dimensional multivariate regression, respectively. Another challenge is that
a test for detecting high-dimensional alternatives could suffer from low power due to noise accumulation from a lot of
irrelevant features that have no contribution to the discriminability power. Fan (1996) first pointed out the impact of high
dimensionality in the testing problem of a Gaussian white noise model. This example indicates that feature selection and
noise reduction are of great importance in high-dimensional data analysis. Feature selection techniques have recently
received much attention in the context of high-dimensional classification for improving prediction accuracy and model
interpretability (e.g., Hastie et al., 2001). However, little literature has considered incorporating feature selection techniques
into a testing procedure. More recently, Wu et al. (2009) proposed an L1 penalty version of the linear discriminant statistic
to jointly test a two-sample problem and to select features in high-dimensional settings.

The aim of this paper is to establish a unified framework to simultaneously deal with the above-mentioned challenges in
HMANOVA. Here we propose a hybrid approach named the shrinkage-based regularization test to generalize some classical
multivariate methods. Our approach is novel in that, while a ridge regularization of the sample covariance matrix is used
as one way out of the difficulty of singularity, a soft-thresholding technique (Donoho and Johnstone, 1994) is incorporated
into the test statistics to reduce most noise and hence improve the testing power. Due to the nature of the soft-thresholding
method, the approach allows researchers to select relevant variables or features that are important for detecting alternatives.
Moreover, our approach is suited to a variety of commonly encountered problems, including the one-sample problem and
one-way MANOVA. In order to make our testing method practical, we must determine two kinds of tuning parameter,
and know the distribution of each statistic under the null hypothesis. From the consideration of power and computational
expense, two simple but efficient strategies have been adopted to select the values of these tuning parameters, respectively.
And we propose two kinds of randomization procedure to estimate the null distributions of the test statistics and calculate
the p-values. It is worth noting that these randomization tests have exact level α for any sample size and any dimension
of variables. Simulation and real human diabetes data studies demonstrate that our approach can have higher power than
some competing methods in detecting a large family of alternatives.

2. One-sample problem for high-dimensional data

Let us begin with a one-sample problem to describe the core idea of our approach in more detail. Consider a random
sample x1, x2, . . . , xn from a p-dimensional normal distribution with mean vector µ = (µ1, . . . , µp)

T and covariance
matrix 6 = (σij). In the one-sample problem, we wish to test a high-dimensional hypothesis

H0 : µ = 0 versus H1 : µ ≠ 0. (1)
In practical applications, onemaywant to testH0 : µ = η0, whereη0 is a given p-dimensional vector. In fact, such a problem
can be easily transformed to problem (1) if we use a new sample x1 − η0, x2 − η0, . . . , xn − η0 in place of the original one.

2.1. The impact of high dimensionality

We assume for the moment that the true covariance matrix 6 is positive definite and known. According to the
Neyman–Pearson lemma, given a fixed alternative µ = µ0, the most powerful test for problem (1) is based on the statistic
nµT

06
−1µ̂, where µ̂ = n−1∑

1≤i≤n xi is the sample mean vector. It is easy to show that the exact power of this optimal test
is

1 − Φ(z1−α −


nµT

06
−1µ0),

where Φ is the standard normal distribution function, α is a pre-specified significance level and z1−α = Φ−1(1 − α). In
practice, however, such a true alternative is not known. A simple and obvious strategy is to estimateµ0 by the sample mean

vector µ̂, and thenweget aWald-type statistic T = nµ̂T
6−1µ̂. Note that, underH1, (T−p−nµT

06
−1µ0)/


2p + 4nµT

06
−1µ0

converges in distribution to a standard normal distribution as p → ∞. Thus, the power of such a test at the alternative µ0
can be approximated by

1 − Φ
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