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a b s t r a c t

In this article, we propose a new estimation procedure for a class of semiparametric
mixturemodels that is amixture of unknown location-shifted symmetric distributions. The
proposed method assumes that the nonparametric symmetric distribution falls in a rich
class of continuous normal scale mixture distributions. With this newmodeling approach,
we can suitably avoid the misspecification problem in traditional parametric mixture
models. In addition, unlike some existing semiparametric methods, the proposed method
does not require anymodification or smoothing of the likelihood as it can directly estimate
parametric and nonparametric components simultaneously in themodel. Furthermore, the
proposed parameter estimates are robust against outliers. The estimation algorithms are
introduced and numerical studies are conducted to examine the finite sample performance
of the proposed procedure and to compare it with other existing methods.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

Finite mixture models have a wide application including cluster and latent class analysis, discriminant analysis, image
analysis, and survival analysis. They provide extremely flexible descriptive models for distributions in data analysis and
inference. For general introduction of mixture models, see Lindsay (1995), Böhning (1999), McLachlan and Peel (2000) and
Frühwirth-Schnatter (2006).

A general form of a finite mixture density can be expressed as

p(x; θ) = π1f (x; λ1) + π2f (x; λ2) + · · · + πmf (x; λm),

where θ = (λ1, . . . , λm, π1, . . . , πm),
m

j=1 πj = 1, πj > 0 for j = 1, . . . ,m, and f (x; λj) is the density function for
the jth component. The traditional parametric mixture model assumes that the density f belongs to a certain parametric
family, such as family of normal distributions or t-distributions. The maximum likelihood estimator (MLE) of the unknown
parameter θ can be then obtained using the Expectation–Maximization (EM) algorithm.

In practice, however, a practitionermight not have prior information aboutwhich parametric family one should use for f .
The estimate of θ might be sensitive to the parametric form of f , and in addition, a distributional misspecification of f could
lead to wrong or inefficient statistical inference. For this, one can consider a semiparametric model that leaves f completely
unspecified. Yet, this causes an identifiability problem as the model is too flexible and not parsimonious enough. For this
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identifiability issue in semiparametricmixturemodels, Bordes et al. (2006) andHunter et al. (2007) considered the following
location-shifted semiparametric model with symmetric nonparametric component densities:

p(x; θ, f ) =

m
j=1

πjf (x − µj), (1.1)

where θ = (π1, µ1, . . . , πm, µm) and f is an unknown but symmetric density about zero. Bordes et al. (2006) proved the
identifiability of model (1.1) for m = 2. Hunter et al. (2007) further established the identifiability of model (1.1) for both
m = 2 and m = 3.

Bordes et al. (2007) and Benaglia et al. (2009) proposed a semiparametric EM type algorithm to estimate parameters in
(1.1) using a kernel-based estimator for the symmetric nonparametric density f . They demonstrated, through numerical
study, its superiority over the methods provided by Hunter et al. (2007) and Bordes et al. (2006). However, the bandwidth
selection is not an easy task and sensitive to themodel efficiency. In this case, many commonly usedmethods for bandwidth
selectionmay not be relevant because each component density may have a different impact on the choice of bandwidth and
the ideal bandwidth selection depends on whether components are well-separated or not.

In this article, we propose a new method to estimate the model parameters in (1.1) by modeling f as nonparametric
scale mixtures. The proposed method is free from bandwidth selection and thus is more reliable and robust to model
misspecification. Unlike Bordes et al. (2007) or Benaglia et al. (2009), the new technique relies only on the likelihood
function without any modification or smoothing. In addition, it can give a direct legitimate nonparametric estimator of
f . Furthermore, the proposed parameter estimates are robust against outliers.

The remainder of this paper is organized as follows. In Section 2, we introduce the new estimation method for the
semiparametric mixture model (1.1) and an effective algorithm is introduced to find the proposed estimator in Section 3. In
Section 4, we present both a Monte Carlo study and a real data example to compare the proposed new estimator with some
other existing methods. Finally, some discussions are given in Section 5.

2. Semiparametric mixtures under continuous scale mixture

For the nonparametric symmetric density f in (1.1), we propose to model f as a continuous normal scale mixture. That
is, we assume that f is a member of

F =


f (x)|


1
σ

φ(x/σ)dQ (σ )


, (2.1)

where φ(x) is the standard normal density, and Q is an unspecified probability measure on R+. Although we restrict the
nonparametric symmetric density f toF ,F is rich enough to contain almost all symmetric unimodal continuous probability
densities such as normal, Laplace, t , stable, and so on. Efron and Olshen (1978) and Basu (1996) discussed on how many
distributions are contained in F . Kelker (1971) and Andrews and Mallows (1974) also studied necessary and sufficient
conditions for a probability density to be a member of F . Recently, Seo and Lee (2015) utilized this class of normal scale
mixture densities to efficiently estimate the distribution of innovations aswell as parameters in semiparametric generalized
autoregressive conditional heteroskedasticity models. Böhning and Ruangroj (2002) discussed the difference between the
normal with a free variance parameter and component mixture of normals with the same mean for m = 2. Böhning and
Ruangroj (2002) proved in Theorem 2.3, the difference is an increasing function of the contaminated component variance
when other parameters are fixed. However their results are limited to two-component normal scale mixtures and thus
cannot be applied to the continuous normal scale mixtures. Since the t-distribution is a special case of the continuous
normal scale mixtures, the difference can be very big between normal distribution with a free variance parameter and the
continuous normal scale mixtures.

Under this model class, (1.1) can be expressed as

p(x; θ,Q ) =

m
j=1

πj


1
σ

φ


x − µj

σ


dQ (σ )



=

 m
j=1

πj

σ
φ


x − µj

σ


dQ (σ ). (2.2)

The identifiability of (2.2) can be shown by combining the identifiability of (1.1) and F as described in Proposition 2.1. Chee
and Wang (2013) used a similar argument for the identifiability of their semiparametric location mixtures.

Proposition 2.1. The semiparametric model p(x; θ,Q ) in (2.2) is identifiable when m ≤ 3, i.e., if p(x; θ,Q ) = p(x; θ∗,Q ∗),
then Q = Q ∗ and θ = θ∗ up to a permutation of component labels.
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