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a b s t r a c t

Many regression problems exhibit a natural grouping among predictor variables. Examples
are groups of dummy variables representing categorical variables, or present and lagged
values of time series data. Since model selection in such cases typically aims for selecting
groups of variables rather than individual covariates, an extension of the popular least
angle regression (LARS) procedure to groupwise variable selection is considered. Data sets
occurring in applied statistics frequently contain outliers that do not follow the model
or the majority of the data. Therefore a modification of the groupwise LARS algorithm is
introduced that reduces the influence of outlying data points. Simulation studies and a
real data example demonstrate the excellent performance of groupwise LARS and, when
outliers are present, its robustification.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

In many applications of linear regression, there exists a natural grouping among the predictor variables. One common
example is regression with categorical variables, where each categorical variable is represented by a group of dummy
variables. Another example is regression with time series data, where typically not only the original series are considered in
the model, but also several lags of each series. Furthermore, time series models frequently contain an autoregressive part,
i.e., lags of the response are included as covariates. Such models are commonly referred to as autoregressive models with
exogenous inputs, or ARX models for short. Note that in both situations, groups of covariates emerge from the measured
variables.

With increasing availability of data sets containing a large number of variables, model selection continues to be a topic
of high importance in regression analysis. Linear models that include a large set of variables tend towards having large
variance, often resulting in poor prediction performance. Selecting only the important variables can therefore improve
prediction accuracy. Furthermore, traditional regression methods cannot be applied if the number of variables is larger
than the number of observations due to the rank deficiency of the design matrix.

Whenever the regression problem involves groups of covariates, variable selection methods should select these groups
rather than individual covariates. This ensures that all information of a selected measured variable enters the model, which
is in general not the case when selecting individual covariates (Yuan and Lin, 2006). In addition, retaining the groupwise
structure in submodels allows for better interpretation of the results.
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Concerning notation, let n denote the number of observations and p the total number of covariates from m predictor
groups. Moreover, let y = (y1, . . . , yn)′ be the response variable, and Xj an (n×pj)matrix corresponding to the jth predictor
group, j = 1, . . . ,m, with

m
j=1 pj = p. The regression problem with grouped predictor variables can then be written as

y =
m
j=1

Xjβj + ε, (1)

where βj is a coefficient vector of size pj, j = 1, . . . ,m, and ε = (ε1, . . . , εn)
′ are the random error terms. Our aim is to find

a subset J ⊆ {1, . . . ,m} of the important predictor groups such that only those are included in the regression model, which
is equivalent to setting the coefficient vectors βj with j ∉ J in (1) to zero vectors.

In the traditional variable selection setting with all pj = 1, a considerable amount of research has been done. Popular
methods are the least absolute shrinkage and selection operator (lasso; Tibshirani, 1996), least angle regression (LARS; Efron
et al., 2004), and the nonnegative garrote (Breiman, 1995). All three methods have been adjusted by Yuan and Lin (2006) to
handle grouped variables. Zhao et al. (2009) introduced a family of composite absolute penalty functions for grouped and
hierarchical variable selection via penalized regression. Furthermore, a groupwise version of the lasso for logistic regression
was developed by Meier et al. (2008). Breheny and Huang (2009) follow a different philosophy and introduced a penalized
regression framework for bi-level variable selection with grouped variables, i.e., their method first selects the important
groups of variables and then the important variableswithin those groups. Nevertheless, none of these contributions consider
the problem of outlying data points. While many robust methods for model selection in the traditional setting are available
(e.g. Ronchetti et al., 1997; Khan et al., 2007; McCann and Welsch, 2007; Salibian-Barrera and Van Aelst, 2008; Khan et al.,
2010; Alfons et al., 2011, 2013), almost no work has been done on robust groupwise variable selection. Chen et al. (2010)
apply a more robust version of the groupwise lasso based on a convex combination of L1 and L2 loss functions. However,
their procedure is only robust against heavily-tailed errors, but not against leverage points, i.e., outliers in the predictor
space.

This paper focuses on the LARS procedure, which produces a sequence of variables in the order of their predictive content.
Khan et al. (2007) point out that only correlations are required for variable sequencing with LARS and propose robustified
versions of LARS, referred to as RLARS. While those authors express LARS in terms of correlations, we propose to use an
extension of LARS to grouped variables that is formulated in terms ofR2 measures from short regressions. Here the term short
regressions refers to regressions that use only one of the predictor groups. As the groupwise LARS approach is sensitive to
outliers, we propose a robustification of the procedure such that the influence of outliers is reduced.We focus on sequencing
the groups of variables, i.e., obtaining a sequence of groups in the order of their importance that can be further investigated
for model selection and estimation.

The rest of the paper is organized as follows. Groupwise LARS is discussed in Section 2. Its robustification is then
introduced in Section 3. Simulation studies are performed in Section 4, and Section 5 contains a real data example. Finally,
Section 6 concludes. Proofs and technical details on the algorithms can be found in the Appendix.

2. Groupwise least angle regression

First, we review the idea of least angle regression (LARS) in the traditional settingwith non-grouped variables. It proceeds
in the following stepwise fashion (for details on the LARS algorithm, see Efron et al., 2004):
First step. Find the predictor with the highest correlation to the response and add it to the set of active predictors.
(k+ 1)th step. Move along the equiangular direction among all active predictors until a new predictor has equal correlation
with the current residual, and add that predictor to the active set. The key to the algorithm is that this step size can easily
be computed.

We generalize LARS by reformulating it in terms of R2 measures from short regressions. A short regression has only the
variables belonging to one single group as covariates, hence it has a limited number of regressors. This is in contrast to
the full regression, where all covariates are included. If p is large with respect to n, short regressions can be carried out,
while the full regression may not. Our approach is similar to the groupwise LARS algorithm of Yuan and Lin (2006), but
our algorithm allows for more groups to be sequenced. The key steps of the groupwise LARS algorithm are discussed in the
following. A complete schematic overview of the algorithm including technical details is given in the Appendix. Let z0 be
the standardized response and X j, j = 1, . . . ,m, the groups of standardized covariates such that all variables have zero
mean and unit variance. Furthermore, let R2(z ∼ X) denote the R2 measure of least squares regression of the vector z on
the variables given by the columns of the matrix X , let A denote the active set, i.e., the index set of the sequenced predictor
groups, and let the complement Ac denote the inactive set, i.e., the index set of the not yet sequenced predictor groups.
First step. Find the predictor group with the largest R2 measure

R2(z0 ∼ X j), j = 1, . . . ,m, (2)

and add its index to the active set A.
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