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Abstract

This paper is concerned with large sample approximations of the LR statistic for testing the hypothesis that the smallest eigenvalues
of a covariance matrix are equal. Under a normal population Lawley [1956. Tests of significance for the latent roots of covariance and
correlation matrices. Biometrika 43, 128–136.] and Fujikoshi [1977. An asymptotic expansion for the distributions of the latent roots
of the Wishart matrix with multiple population roots. Ann. Inst. Statist. Math. 29, 379–387.] obtained a Bartlett-correction factor
and an asymptotic expansion for the LR statistic, respectively, when the sample size is large. In this paper we extend the Bartlett
correction factor to an elliptical population. The accuracy of our approximations is examined through simulation experiments.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction

Let x1, . . . , xN be a random sample of size N = n + 1 from a p-variate population with mean μ and covariance
matrix �. Let �1 � · · · ��p > 0 be the eigenvalues of �. We consider the problem of testing the hypothesis that the
smallest m = p − q eigenvalues of � are equal, i.e.,

H0: �q+1 = · · · = �p. (1)

This problem is important, because in applications of principal component analysis, we are usually interested in the
number of q for which the first q principal components include most of information contained within the covariance
matrix. Such situation is realized if the hypothesis (1) is satisfied, the remainder are most same and small, and the qth
eigenvalue and (q + 1)th eigenvalue are sufficiently separate.

Let S be the usual sample covariance matrix defined by

S = 1

n

N∑
j=1

(xj − x̄)(xj − x̄)′, (2)
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where x̄ = (1/N)
∑N

j=1 xj . The likelihood ratio test under normality rejects H0 for large values of

TLR = −2 log

( ∏p
j=q+1�i (S)

{(1/m)
∑p

j=q+1�i (S)}m
)n/2

, (3)

where for any symmetric matrix A the notation �j (A) denotes its jth largest eigenvalue.
Under normality Lawley (1956) obtained a Bartlett-correction factor. Fujikoshi (1977) derived an asymptotic expan-

sion of the null distribution of the LR statistic. It may be noted that the normality assumption will be not necessarily
satisfied in most applications. So, it is important to examine whether the results under normality can be used for a non-
normal population, or to extend the results under normality to a nonnormal population. The main purpose of this paper
is to extend the Bartlett-correction factor in a normal population to an elliptical population, and examine numerical
accuracy of our approximations.

It is said for a p-dimensional random vector x to be distributed as a p-dimensional elliptical distribution with
location parameter μ and scale parameter �, which is denoted by Ep(μ, �), if its probability density function has
the form

cp|�|−1/2g((x − μ)′�−1(x − μ)),

where cp is a positive constant, � is a positive-definite symmetric matrix and g(·) is a nonnegative function (see, e.g.,
Anderson, 2003). Then the characteristic function has the form

C(t) = exp[it′μ]�(t′�t)

for some function �. Note that the expectation and the covariance matrix of x are E(x)=μ and Cov(x)=�=−2�′(0)�,
respectively. Let

� = �(2)(0)

(�′(0))2 − 1 and � = �(3)(0)

(�′(0))3 − 1. (4)

The parameter � is called the kurtosis parameter.
When we consider the null distribution of TLR, it is no loss of generality that � may be diagonal, since the eigenvalues

of S are the same as ones of Q′SQ for any orthogonal matrix Q. Furthermore, TLR is invariant due to the multiplication
of S by a positive scalar. Therefore, under H0, we may assume that �=diag(�1/�, . . . , �q/�, 1, . . . , 1). For a notational
simplicity, we write

� = diag(�1, . . . , �q, 1, . . . , 1). (5)

Here �i should be read as �̃i = �i/�.
In Section 2, first we derive the limiting distribution of the LR statistic under an elliptical population when p is fixed

and N is large. Next we obtain a Bartlett-correction factor, which can be determined by finding the expectation of TLR.
In Section 3, we give some empirical results to confirm the effectiveness of our new approximations and compare them
with the approximations under normality.

2. The distribution of LR statistic under an elliptical population

2.1. Preliminaries

Lawley (1956) and Fujikoshi (1977) used a stochastic expansion of TLR under a normal population. First, we note
that the expansion can be used under a more general population as well as a normal population. Let

V = √
n(S − �) =

(
V11 V12

V21 V22

)
, (6)
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