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Abstract

In this paper, under a semiparametric partly linear regression model with fixed design, we introduce a family of robust procedures
to select the bandwidth parameter. The robust plug-in proposal is based on nonparametric robust estimates of the vth derivatives
and under mild conditions, it converges to the optimal bandwidth. A robust cross-validation bandwidth is also considered and the
performance of the different proposals is compared through a Monte Carlo study. We define an empirical influence measure for
data-driven bandwidth selectors and, through it, we study the sensitivity of the data-driven bandwidth selectors. It appears that the
robust selector compares favorably to its classical competitor, despite the need to select a pilot bandwidth when considering plug-in
bandwidths. Moreover, the plug-in procedure seems to be less sensitive than the cross-validation in particular, when introducing
several outliers. When combined with the three-step procedure proposed by Bianco and Boente [2004. Robust estimators in semi-
parametric partly linear regression models. J. Statist. Plann. Inference 122, 229-252] the robust selectors lead to robust data-driven
estimates of both the regression function and the regression parameter.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction

Partly linear models have become an important tool when modelling biometric data, since they combine the flexibility
of nonparametric models and the simple interpretation of the linear ones. These models assume that we have a response
vi € R and covariates or design points (xl.T, )T e RPH! satisfying

vi=x'Bp+gt)+e, 1<i<n, (1)

with the errors ¢ independent and independent of (xiT, ti)T. The semiparametric nature of model (1) offers more
flexibility than the standard linear model, when modelling a complicated relationship between the response variable
with one of the covariates. At the same time, they keep a simple functional form with the other covariates avoiding the
“curse of dimensionality” existing in nonparametric regression.
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In many situations, it seems reasonable to suppose that a relationship between the covariates x and ¢ exists, so as in
Speckman (1988), Linton (1995) and Aneiros-Pérez and Quintela del Rio (2002), we will assume that for 1 < j < p

xij = ¢; )+, 1<i<n, @

where the errors 7;; are independent. Moreover, the design points 7; will be assumed to be fixed.

Several authors have considered the semiparametric model (1). See, for instance, Denby (1986), Rice (1986),
Robinson (1988), Speckman (1988) and Hérdle et al. (2000) among others.

All these estimators, as most nonparametric estimators, depend on a smoothing parameter that should be chosen by
the practitioner. As it is well known, large bandwidths produce estimators with small variance but high bias, while small
values produce more wiggly curves. This trade-off between bias and variance lead to several proposals to select the
smoothing parameter, such as cross-validation procedures and plug-in methods. Linton (1995), using local polynomial
regression estimators, obtained an asymptotic expression for the optimal bandwidth in the sense that it minimizes a
second order approximation of the mean square error of the least squares estimate, ﬁLs (h), of B. This expression depends
on the regression function we are estimating and on parameters which are unknown, such as the standard deviation of
the errors. More preasely, for any ¢ € R”, let 6> = achE ¢ be the asymptotic variance of U =¢Tn!/? (ﬁLS (h) —P),
and nMSE(h) = EU? /g2 its standardized mean square error For the sake of simplicity, assume that the smoothing
procedure corresponds to local means and that the design points are almost uniform design points, i.e., {#;}7_, are fixed
design points in [0, 1], 0<s < -+ - <t <1, suchthat #9 =0, ¢, 1 = 1 and maxi <; <nt+1(ti —ti—1) — 1/n|=0n" 5)
for some 0 > 1. Then, under general conditions, we have that, for v>2,

MSE(h) =n~ {1 + nh) "' Az + o(n %) + ' Ph* A + o(n™"))?},

where jt=(4v—1)/2@4v+ 1)), () = (¢1" (1), ..., ¢ ()", 0 (K) = [ u" K (1) dut, K(u) = K 5 K (u) = 2K (u)
and

1
Ar=a (K)o ey, ! f gV )¢ (1) dr, A2=/Kf(u)du.
0

Therefore, the optimal bandwidth in the sense of minimizing the asymptotic MSE(h), is given by hop = Agn™", with
m=2/(@v+1)and Ag = (A2/(4vA2)™? i,

/2
1 2

Ag = / K2(u) du / 4v<a—1cT2;1a§(1<)(v!)—2 / g<">(t)¢<">(z)dz> . 3)

0

Linton (1995) considered a plug-in approach to estimate the optimal bandwidth and showed that it converges to the
optimal one, while Aneiros-Pérez and Quintela del Rio (2002) studied the case of dependent errors.

It is well known that, both in linear regression and in nonparametric regression, least squares estimators can be
seriously affected by anomalous data. The same statement holds for partly linear models, where large values of the
response variable y; can cause a peak on the estimates of the smooth function g in the neighborhood of #;. Moreover,
large values of the response variable y; combined with high leverage points x; produce also, as in linear regression,
breakdown of the classical estimates of the regression parameter . To overcome that problem, Bianco and Boente
(2004) considered a three-step robust estimate for the regression parameter and the regression function. Besides, for the
nonparametric regression setting, i.e., when =0, the sensitivity of the classical bandwidth selectors to anomalous data
was discussed by several authors, such as, Leung et al. (1993), Wang and Scott (1994), Boente et al. (1997), Cantoni
and Ronchetti (2001) and Leung (2005).

In this paper, we consider a robust plug-in selector for the bandwidth, under the partly linear model (1) which
converges to the optimal one and leads to robust data-driven estimates of the regression function g and the regression
parameter . We derive an expression analoguous to (3) for the optimal bandwidth of the three-step estimator introduced
in Bianco and Boente (2004). As for its linear relative, this expression will depend on the derivatives of the functions
g and ¢. In Section 2, we review some of the proposals given to estimate robustly the derivatives of the regression
function under a nonparametric regression model. The robust plug-in bandwidth selector for the partial linear model is
introduced in Section 3 together with a robust cross-validation procedure. In Section 4, for small samples, the behavior
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