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a b s t r a c t

Robust multiple linear regression methods are valuable tools when underlying classical
assumptions are not completely fulfilled. In this setting, robust methods ensure that the
analysis is not significantly disturbed by any outlying observation. However, knowledge of
these observations may be important to assess the underlying mechanisms of the data.
Therefore, a robust outlier test is discussed, together with an adequate false discovery
rate correction measure, to be used in the context of multiple linear regression with
categorical explanatory variables. The methodology focuses on genetic association studies
of quantitative traits, though it has much broader applications. The method is also
compared to a benchmark rule from the literature and its good performance is validated
by a simulation study and a real data example from a candidate gene study.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Outlier detection is awidely discussed issue in the literature inmany research fields, including genetic association studies,
where there is interest in cleaning the data before analysis (Paschou et al., 2008; Arshadi et al., 2009; Inouye et al., 2010).
Moreover, the decision as to whether or not an observation should be flagged as an outlier is frequently based on a rule of
thumb.

In the last fifty years or so there has been amajor effort to develop statistical procedures resistant to small deviations from
the assumptions of the model, which are robust to outliers and stable with respect to deviations from normality (Ronchetti,
2006; Dell’Aquila and Ronchetti, 2006). This interest is mainly stimulated by the fact that the identification and removal of
outlying observations from the data, so that a classical analysis may be performed, does not come without concern: (i) true
outliers are not always visible, due tomasking and swamping effects, among other reasons; (ii) mild outliers cannot always
be differentiated from regular data; (iii) removing outliers from the data reduces sample size, may affect the distribution
theory and variances may be underestimated from the cleaned data.

Since outliers deriving from intrinsic characteristics of the individual being measured may provide relevant information
for the analysis, their identification is essential to better understand the underlying mechanisms of the system described by
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the data. For example, in the context of environmental sciences, an outlier could very well represent an unusual event that
took place (Daszykowski et al., 2007) and whose comprehension could be helpful for the study. This also occurs in many
other areas of research, e.g., genetic association studies (Tzeng et al., 2003).

Robust estimation and outlier detection are intimately related. McKean et al. (1993) showed that residual plots from
M-regression, performed via a convex objective function, can be interpreted as least squares (LS) residual plots, as will be
the case when we consider Huber’s proposal (Huber, 1964). Given such robust estimates of the true values of an assumed
null model, analyzing the residuals obtained from the robust fit plotted against the fitted values, can indicate which, if any,
of the observations are regression outliers. This is not usually the case when classical residuals are analyzed, since outliers
often tend to pull the regression line towards them, thusmaking their residuals look normal. As a result, outliers are difficult
to distinguish from regular observations and sometimes regular observations may be incorrectly identified as outliers.

Rice and Spiegelhalter (2006) proposed a robust outlier test to be used in the context of a simple linear regression model
that was shown to perform well not only in terms of power but also in terms of good agreement between sample and
nominal false discovery rate (FDR) levels. However, they only considered the intercept in the robust fit in their simulations
which does not tell us whether there is FDR control in the multiple regression setting (e.g., if we are simultaneously testing
for association between a quantitative trait and several to many single-nucleotide polymorphisms—SNPs). Here, the choice
of both an FDR correction procedure (Cerioli and Farcomeni, 2011; Cerioli et al., 2013) and a robust estimate of scale for
the robust outlier test may be crucial to maintain FDR control and power and we have not seen this problem tackled in the
literature. Therefore, in thiswork, the ‘‘extension’’ of the test to themultiple regression setting is studied, in particularwithin
the framework of genetic association studies of quantitative traits, although itmay easily be generalized to any studieswhere
a continuous response variable and categorical explanatory variables are considered. We underline that M-regression was
shown by Lourenço et al. (2011) to be suitable for these studies.

Hence, following a brief literature review (Section 2), we evaluate the performance of Rice and Spiegelhalter’s robust
outlier test in the context of a robustmultiple regression fit via simulation, for two robust estimates of scale, severalmultiple
testing corrections and various contamination scenarios, where a benchmark rule from the literature is also considered
(Section 3). In Section 4 we analyze data from a candidate gene study where the adequacy of the ‘‘upgraded’’ robust outlier
test is validated. Finally, in Section 5 we summarize the results.

2. Methodology

The general multiple linear regression model can be written as

Y = Xβ + ε, (1)

under the usual assumptions of independence, homoscedasticity and normality of the errors, where Y = (Y1, . . . , Ym)T

is the (m × 1) vector of the response variable, X is the (m × p) design matrix coding for p − 1 explanatory variables, the
first column of X having 1’s, β = (β0, . . . , βp−1)

T are the unknown parameters and ε = (ε1, . . . , εm)T is a vector of non-
observable errors with E(ε) = 0. Note that we consider m > p.

In M-regression, the estimates are the solutions to the following minimization problem,

βR = argmin
β

m
i=1

ρ
εiσ 

= argmin
β

m
i=1

ρ
 ri(β)σ 

, (2)

whereσ is a robust scale estimate of σ and ρ is a function with specific properties.
There are several proposals in the literature for the robust scale (Rousseeuw and Croux, 1993; Daszykowski et al., 2007).

For example the re-scaled MAD (Hampel, 1974)

s = 1.4826 × median
1≤i≤m

|ri − median
1≤j≤m

(rj)|, (3)

where the value of 1.4826 is to assure consistency with the Gaussian distribution. Although this estimator has a high
breakdown point (50%), it lacks efficiency for the normal model (37%). Thus, Croux and Rousseeuw (1992) proposed the
estimator

Qn = d × {|ri − rj| : i < j}(k), (4)

where d is a constant and k =


h
2


with h = ⌊m/2⌋+1, which also has a high breakdown point (50%) butwith 83% efficiency

for the normal when we take d = 2.2219; here k refers to the kth order statistic of the


h
2


interpoint distances.

As to the objective function ρ, the convex function proposed by Huber (1964)

ρ(x) =


x2/2, |x| ≤ b
b(|x| − b/2), |x| > b, (5)

where b > 0 is a tuning parameter, is known to lead to efficient estimators under several conditions. Choosing b = 1.345,
it delivers an M-estimator with 95% efficiency relative to the normal model and with substantial resistance to outlying
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