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a b s t r a c t

Canonical correlation analysis is a popular statistical method for the study of the corre-
lations between two sets of variables. Finding the canonical correlations between these
datasets requires the inversion of their corresponding sample correlation matrices. When
the number of variables is large compared to the number of experimental units it is im-
possible to calculate the inverse of these matrices directly and therefore it is necessary to
add a multiple of the identity matrix to them. This procedure is known as regularization.
In this paper we present an alternative method to the existing regularization algorithm.
The proposed method is based on the estimates of the correlation matrices which mini-
mize the mean squared error risk function. The solution of this optimization problem can
be found analytically and consists of a small set of computationally inexpensive equations.
We also present material which shows that the proposed method is more stable and pro-
vides more accurate results than the standard regularized canonical correlation method.
Finally, the application of our original method to NCI-60microRNA cancer data proves that
it can deliver useful insights in study cases which involve hundreds of variables.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

1.1. Background

Canonical correlation analysis (CCA) is a popular exploratory statistical methodwhich allows the analysis of the relation-
ships that exist between two sets of variables. CCA has several advantages over other statistical techniques, e.g. its capability
to limit the probability of committing Type I errors when more than two variables are being examined (Hair et al., 2009).
Moreover, the complexity of many research studies involving biological data cannot be appropriately modeled if the vari-
ables are examined separately. On these occasions CCA reflects the reality of the research studies in a manner consistent
with the reality of the problem. For these reasons over the years CCA has been applied to extremely diverse fields that range
from ecological studies (Gittins, 1985) to human geography (Clark, 1975). In the last few years the capability of CCA has
been challenged by new datasets that have appeared in fields such a Bioinformatics and Biostatistics. The problem is that
finding the canonical correlations requires the inversion of sample correlation matrices. When the number of variables is
large compared to the number of experimental units, as it is the case in many Bioinformatics problems, then it is impossible
to calculate the inverse of these matrices directly. The most popular solution to this problem is a procedure called regu-
larization. Regularization has several important disadvantages such as being computationally expensive and it can lead to
different results depending on the initial values provided by the user. In this paper we present an alternative method to
the existing regularization algorithm. The proposed method is based on the optimal estimates of the correlation matrices.
The equations required to calculate these optimal estimates are computationally inexpensive and have analytical solutions.
These characteristics allow the user to obtain consistent and accurate results in a fast manner.
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In the rest of Section 1, the theory behind the classical and regularized versions of CCA is presented. Section 2 is dedicated
to describing in detail the original algorithm proposed in this paper (Section 2.1.), along with the significant contributions
of our work, e.g. the calculation of the optimal shrinkage coefficients for the off-diagonal matrices (Section 2.2) and the
formulas needed when the number of experimental units is small (Section 2.4). The advantages of the proposed algorithm
over the regularized version of CCA are discussed in Section 2.3. Section 2 concludes with the presentation of an algorithm
which, although not part of our original contributions, might be useful for researchers who desire to extend CCA to more
than two sets of variables. In Section 3 we present several simulation studies which show that the proposedmethod is more
stable and provide more accurate results than the regularized canonical correlation method. Finally, the application of our
original method to NCI-60 microRNA cancer data proves that it can deliver useful insights in study cases which involve
hundreds of variables.

1.2. Classical canonical correlation analysis (CCA)

Canonical correlation analysis is a multivariate data analysis tool that studies the extent and nature of the correlation
between two sets of variables, X = X1, X2, . . . , Xp and Y = Y1, Y2, . . . , Yq (Hotelling, 1936). As in Clark (1975), without
loss of generality it is assumed that p ≥ q and that each and every variable in X and Y has been standardized to have
mean zero and variance equal to one. The main purpose of the CCA is the exploration of sample correlations between
two sets of variables observed on the same experimental units by analyzing the coefficients A1 = (a1, a2, . . . , ap)T and
B1 = (b1, b2, . . . , bq)T which maximize the correlation between linear combinations of the variables X and Y while being
subject to having the variances V [XA1] = V [YB1] = 1. These linear combinations U1 = XA1 and V1 = YB1 are called the first
canonical variates. Their correlation ρ1 is the first canonical correlation and the coefficients A1 and B1 are the first canonical
weights or first canonical coefficients.

The process can be duplicated looking now for theweights A2 and B2 whichmaximize the correlation ρ2 subject to V [XA2]

= V [YB2] = 1 and to the additional constraint that the new canonical variates U2 = XA2 and V2 = YB2 are uncorrelated
with the first pair of canonical variates. Actually, this process can be repeated q times.

For the sample cross-correlation matrix

S =


SXX SXY
SYX SYY


(1)

the canonical correlations can be calculated by finding the descending-ordered square roots of the eigenvalues of thematrix:

M = S−1
YY SYXS−1

XX SXY . (2)

The canonical weights for Y are the corresponding q eigenvectors, i.e. the elements of eigenvector i are the canonical weights
Bi. The vector of canonical weights for X corresponding to the ith canonical correlation is:

Ai = (S−1
XX SXYBi)/εi, 1 ≤ i ≤ q (3)

where εi is the ith eigenvalue of the matrix in Eq. (2) and Bi is the corresponding eigenvector. In this manuscript the
significance of the canonical correlations is calculated using Wilk’s Lambda. The R package CCP provides a set of functions
which, given a set of canonical correlations, provide the appropriate p-values (Menzel, 2011).

The correlations between the canonical variates and the original variables are called canonical factor loadings and can
also be used to analyze the intra and inter-set relationships. They offer some advantages over the canonical weights such
as: a smaller standard error and greater stability in replicate samples (Meredith, 1964). It can be proved that the formula
for the ith interset canonical factor loadings of X is SYXAi while for Y is SXYBi. The calculation of the intraset canonical factor
loadings is not part of this research. The set of all the values mentioned so far in this sub-section (canonical correlations,
p-values, canonical weights and canonical factor loadings) is known as the canonical structure.

The variables in X and Y can be drawn in a two-dimensional plane in which the axes are a couple of selected canonical
factor loadings. In this space, variables with a strong positive relation are projected in the same direction from the origin,
while if it is a negative correlation they are placed on the opposite side of the origin. The variables with the strongest
relationships will lie further away from the origin; hence this measure (distance from the origin) is commonly applied
to determine which variables are the most relevant. In this research only the variables which lie outside a .5 radius circle
are labeled.

For example, assume that variables X = {X1, X2, X3} and Y = {Y1, Y2, Y3} are measured for 40 individuals and the results
of applying CCA are drawn in Fig. 1. The X variables are represented by gray triangles while the Y variables are seen as
black circles. In this case Y1 and Y3 have a very positive relationship among themselves and opposite to X1 and Y2. X2 is also
negatively correlated with X1 and even more so with Y2 which lies further away of the inner circle. X1 and Y2 are positively
associated with each other, although not as significantly as Y1 and Y3. The same can be said about X2 and X3.

Another common analysis tool is the canonical variates units plot. In this plot the experimental units are drawn in a
plane in which the canonical variates Ui and Vi are the axes. This type of graph allows seeing the strength of the canonical
correlation i and whether groups of units are clustered due to a common characteristic. In Fig. 1(b) the clustered position of
the experimental units 1 to 10 indicate that they have common characteristics compared to the cluster composed of units
11 to 20.
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