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Abstract

When a statistical test involves a nuisance parameter, an exact unconditional P-value is found from a supremum search over the
parameter space of the nuisance parameter. The result is less conservative than the corresponding (conditional) exact test. Restricting
the region of the supremum search to a confidence interval gives a “confidence interval P-value” which, after an appropriate
adjustment, is also exact. We provide a filter to help identify cases for which this exact procedure reduces conservativeness even
further, and we illustrate with numerical examples. These examples are also used to address questions about the optimum choice of
confidence interval for the restricted supremum search, and to demonstrate the reduction in conservativeness attained by quasi-exact
methods.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction

A test for equal success probabilities in two independent binomial experiments is an example of a problem which
involves handling a nuisance parameter, 6. In this context 6 is the common success probability under the null hypothesis.
For large samples the accepted solution is to use a chi-square approximation to calculate the P-value. When the samples
are too small to use this asymptotic approximation, the choice between different procedures for removing dependence
on the nuisance parameter has led to much debate over the years. Extensive reviews of the literature are available in
Martin Andrés (1991, 1997) and Sahai and Khurshid (1995), clearly outlining the contentious issues and providing
extensive references. The two standard exact methods are conditional (Fisher, 1934), or unconditional (Barnard, 1945,
1947). Both approaches are conservative, but for different reasons. Fisher’s Exact Test is more conservative than the
various unconditional exact methods proposed in the literature, but the latter are computationally intensive, involving
a supremum search which must be done numerically as there is no analytical solution.

In a refreshing approach, Berger and Boos (1994) show that it is sometimes possible to reduce conservativeness
even further in the unconditional method while maintaining exactness, using a restricted supremum search with an
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adjustment. We provide a useful filter to help identify cases which are improvable in this way, and we illustrate with
numerical examples. This technique of Berger and Boos is not confined to the two binomial problem. Additional
applications are discussed in Berger and Sidik (2003), and we use the filter for one of these applications as well.

Mention is made also of quasi-exact measures which are at times mildly anti-conservative, but otherwise behave in
a way similar to exact unconditional P-values, without requiring the same level of computation.

2. Notation and definitions

We will use the variables X and Y to represent the number of successes in m and n independent Bernouilli trials with
success probabilities p, and py, respectively. A typical bivariate outcome of (X, Y) is (x, y), with z = x + y being a
typical outcome of Z = X 4 Y, as summarised in this 2 x 2 table:

Success Failure Total
Population 1 X m—x m
Population 2 y n—y n
Total z m+n—z m-+n

Consider the situation where m and n are small, and where we want to test the null hypothesis Hy: p, = p, against the
alternative Hy: px > py. Writing 0 for the common success probability under Hy, the joint probability is given by (for
0<xm, 0<y<n):

PX=x,Y=y; 0) = (l;,:) (Z) 9x+y(1 _ 0)m+n7x7y, n

which depends on 0. Because Z = X + Y is sufficient for the nuisance parameter, 0, it is more convenient to express
(1) in terms of (x, z):

PX=x,Z=z; 9):(’:) (fo>02(1 _ gymin—z, (2)

Three exact P-values based on the observation wo = (xq, zo) of W = (X, Z) are outlined below. The first is pc(wp), the
conditional P-value, the second is py(wo), the standard unconditional P-value, and the last, pg(wo), is the Berger-Boos
confidence interval P-value.

e Exact conditional P-value, pc(wy): It is clear from (2) that Z is a sufficient statistic for 0 since, with z fixed, and for
max(0, z —n) <x < min(m, z),

m n
by 7—X
m-+n '
z
The upper tail P-value based on the observation wg = (xg, zo) and conditioned on Z =z is the Fisher-Exact P-value,
pc(wo). For given m and n, this is defined as follows:

1o

= Py (X=x0|Z = 20) = <
pc(wo) = Puy(X 2x0lZ =z0) = ) (m+n>
X 2= X0
20
Calculation of pc(wq) can be achieved easily with a hand calculator for small samples, or using commercial software
packages.

PX=x|Z=2)=
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