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Abstract

Nonlinear random effects models with finite mixture structures are used to identify polymorphism in pharmacokinetic/
pharmacodynamic (PK/PD) phenotypes. An EM algorithm for maximum likelihood estimation approach is developed and uses
sampling-based methods to implement the expectation step, that results in an analytically tractable maximization step. A benefit of
the approach is that no model linearization is performed and the estimation precision can be arbitrarily controlled by the sampling
process. A detailed simulation study illustrates the feasibility of the estimation approach and evaluates its performance. Applications
of the proposed nonlinear random effects mixture model approach to other population PK/PD problems will be of interest for future
investigation.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction

There is substantial variability in the way individuals respond to medications, in both treatment efficacy and toxicity.
The sources of a drug’s underlying pharmacokinetic (PK) and pharmacodynamic (PD) variability can include demo-
graphic factors (such as age, sex, weight), physiological status (such as renal, liver, cardiovascular function), disease
states, genetic differences, interactions with other drugs and environmental factors. In their seminal work, Sheiner et al.
(1972) proposed a parametric nonlinear mixed-effects modeling framework for quantifying both within and between
subject variability in a drug’s PKs, and developed an approximate maximum likelihood solution to the problem. Since
the introduction by Beal and Sheiner (1979) of the general purpose software package NONMEM implementing this
approach, other approximate maximum likelihood algorithms have been introduced to solve the nonlinear random
and mixed effects modeling problem (see Davidian and Giltinan, 1995 for an extensive review). An exact maximum
likelihood (i.e., no linearization) solution to the parametric population modeling problem based on the EM algorithm
has also been proposed by Schumitzky (1995) and fully developed and implemented by Walker (1996). The population
modeling framework has had a significant impact on how PK (and PD) variability is quantified and studied during drug
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development, and on the identification of important covariates associated with a drug’s inter-individual kinetic/dynamic
variability.

While population models incorporating measured covariates have proven to be useful in drug development, it is
recognized that genetic polymorphisms in drug metabolism and in the molecular targets of drug therapy, for example,
can also have a significance influence on the efficacy and toxicity of medications (Evans and Relling, 1999). There is,
therefore, a need for population modeling approaches that can extract and model important subpopulations using PK/PD
data collected in the course of drug development trials and other clinical studies, in order to help identify otherwise
unknown genetic determinants of observed PK/PD phenotypes. The nonparametric maximum likelihood approach for
nonlinear random effects modeling developed by Mallet (1986), as well as the nonparametric Bayesian approaches of
Wakefield and Walker (1997) and Rosner and Muller (1997), and the smoothed nonparametric maximum likelihood
method of Davidian and Gallant (1993) all address this important problem. In this paper we propose a parametric
approach using finite mixture models to identify subpopulations with distinct PK/PD properties.

An EM algorithm for exact maximum likelihood estimation of nonlinear random effects finite mixture models is
introduced, extending the previous work of Schumitzky (1995) and Walker (1996). The EM algorithm has been used
extensively for linear mixture model applications (see McLachlan and Peel, 2000 for a review). The algorithm for
nonlinear mixture models presented below has an analytically tractable M step, and uses sampling-based methods to
implement the E step. Section 2 of this paper describes the finite mixture model within a nonlinear random effects
modeling framework. Section 3 gives the EM algorithm for the maximum likelihood estimation of the model. Section
4 addresses individual subject classification, while an error analysis is presented in Section 5. A detailed simulation
study of a PK model is presented in Section 6. Section 7 contains a discussion.

2. Nonlinear random effects finite mixture models

A two-stage nonlinear random effects model that incorporates a finite mixture model is given by
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where i = 1, ..., n indexes the individuals and k =1, ..., K indexes the mixing components.
At the first stage represented by (1), Yi = (V1iy - - -5 Y [i)T is the observation vector for the ith individual (Y; € R™);

h; (0;) is the function defining the PK/PD (PK/PD) model, including subject specific variables (e.g., drug doses), and 6;
is the vector of model parameters (random effects) (0; € R?). In (1) G;(60;, B) is a positive definite covariance matrix
(G; € R™>™i) that may depend upon 6; as well as on other parameters f§ (fixed effects) (f € R?).

At the second stage given by (2), a finite mixture model with K multivariate normal components is used to describe
the population distribution. The weights {wy} are nonnegative numbers summing to one, denoting the relative size
of each mixing component (subpopulation), for which g, (t, € R?) is the mean vector and X (X € RP*P) is the
positive definite covariance matrix.

Letting ¢ represent the collection of parameters, {f, (w, ty, Xk), k =1, ..., K}, the population problem involves
estimating ¢ given the observation data{Yy, ..., Y,}. The maximum likelihood estimate (MLE) can be obtained by
maximizing the overall data likelihood L with respect to ¢. Under the i.i.d. assumption of the individual parameters
{0;}, L is given by the expression

n K
L@ =[] [ p¥i100 8 Y wiep @il 20 001 )
i=1 k=1

The MLE of ¢ is defined as ¢,,; with L(¢,;;) > L(¢) for all ¢ in the parameter space.
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