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Abstract

Lin and Wei [2003. Testing for heteroscedasticity in nonlinear regression models. Comm. Statist.
Theory Methods 32, 171–192] developed the score test for heteroscedasticity in nonlinear regression
models and investigated the power of this test through Monte Carlo simulations. The main purpose
of this paper is to present an approach for estimating the local power for the score test, based on
a noncentral �2 approximation to such power under contiguous alternatives. The approach is also
extended to nonlinear models with AR(1) errors. The methods are applied to the problem of local
power calculations for the score tests of heteroscedasticity in European rabbit data [Ratkowsky, 1983.
Nonlinear Regression Modelling. Marcel Dekker, New York, pp. 108–110]. Simulation studies are
presented which indicate that the asymptotic approximation to the finite-sample situation is good over
a wide range of parameter configurations.
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1. Introduction

It is a standard assumption for nonlinear regression models that the error terms all have
equal variances (Bates and Watts, 1988; Seber and Wild, 1989). The violation of this as-
sumption can have adverse consequences for the efficiency of estimators, so it is important
to detect the variance heterogeneity in regression. The general form of nonlinear models
with heteroscedasticity is

Yi = f (xi , �) + εi, εi ∼ N
(

0, �2
i

)
, i = 1, 2, . . . , n, (1)

where the εi’s are assumed to be independent and � is a p×1 unknown vector of regression
coefficients; f is a known and twice differentiable function. To test for heteroscedasticity,
the variance model considered is of the following form:

�2
i = �2m (zi , �) = �2mi ,

where �2 > 0 is a scale parameter, mi = m (zi , �) is the variance weight function of Yi, zi’s
are covariates, which are related to the covariates xi’s or to other covariates (Cook and
Weisberg, 1983), � is a q × 1 unknown vector of variance parameters, and m is a known
differentiable function of variance in �. We assume that there exists a unique value �0
of � such that m (zi , �0) = 1 for all i. Obviously, if � = �0, then �2

i = �2 and the Yi’s
have constant variance. Model (1) is a direct extension of the model presented in Cook
and Weisberg (1983). They suggested using log-linear and power product models as the
variance function of m. Under the above assumptions, the test for heterogeneity of variance
is equivalent to a test of hypotheses

H0: � = �0, H1: � �= �0. (2)

Let �=(�T, �T, �2
)T

, then for hypothesis (2), � is the parameter of interest and �=(�T, �2
)T

is the nuisance parameter. Thus, the log-likelihood of � for Y = (Y1, Y2, . . . , Yn)
T can be

written as

l(�) = C − n

2
log �2 − 1

2

n∑
i=1

log mi − 1

2�2

n∑
i=1

m−1
i (Yi − f (xi , �))2,

where C is a constant. Furthermore, the Fisher information matrix of Y for � under the null
hypothesis H0 is

IY(�) =

⎡⎢⎢⎢⎢⎣
1
2 ṀTM−2Ṁ 0

1

2�2 ṀTM−11n

0
1

�2 Ḟ TM−1Ḟ 0

1

2�2 1T
nM−1Ṁ 0

n

2�4

⎤⎥⎥⎥⎥⎦ , (3)

where M = diag (m1, m2, . . . , mn), Ṁ = (�m (zi , �) /��j

)
n×q

, 1n =
⎛⎝1, 1, . . . , 1︸ ︷︷ ︸

n

⎞⎠T

, Ḟ =(
�f (xi , �)/��j

)
n×p

. From Lin and Wei (2003), the score test of hypothesis (2) is based on
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