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a b s t r a c t

A common approach to analyzing longitudinal ordinal data is to apply generalized linear
mixedmodels (GLMMs). The efficiency and validity of inference for parameters are affected
by the random-effects distribution in GLMMs. A proposed test is developed based on the
observed data and a reconstructed data set induced from the observed data for diagnos-
ing the random-effects misspecification in cumulative logit models for longitudinal ordi-
nal data, extending the idea presented by Huang (2009) for longitudinal binary data. The
proposed test statistic has the quadratic form of the difference of maximum likelihood es-
timators between the observed data and the reconstructed data, and it follows a limit-
ing chi-squared distribution when the model is correctly specified. The simulation studies
are conducted to assess the performance of the proposed test, and a clinical trial example
demonstrates the application of the proposed test.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Recently there has been increasing use of the generalized linear mixedmodels (GLMMs) for longitudinal data in a variety
of fields. The generalized linear models are a class of fixed-effects regressionmodels for the different types of response vari-
ables including continuous, dichotomous and counts, and GLMMs are a generalization of the generalized linear models by
incorporating random effects into the linear predictor. The random effects represent the heterogeneity between subjects,
and are often assumed to be normally distributed. The estimation of model parameters in GLMMs containing the coeffi-
cients of fixed effects and the covariance matrix of random effects is an essential issue, and diagnosis of the random-effects
misspecification in GLMMs is an obvious concern. Verbeke and Lesaffre (1997) studied the effect of misspecification of the
random-effects distribution for continuous longitudinal data. Heagerty and Zeger (2000) pointed out that the estimators of
regression coefficients in random-effects models are more sensitive to random-effects assumption than those in marginal
models. Agresti et al. (2004) addressed the impact of random-effectsmisspecification inGLMMson the possibly considerable
loss of efficiency in the maximum likelihood estimates of the fixed effects. Litière et al. (2007, 2008) conducted simulation
studies to evaluate the influence of the random-effectsmisspecification on type I and II errors of tests for themean structure
in logistic random-interceptmodels. The sensitivity ofmodel parameter estimates arising from the random-effectsmisspec-
ification becomes an important issue. Therefore, some diagnostic methods for detection of misspecification and avoidance
of harmful effects from misspecification are developed.

∗ Corresponding author.
E-mail address: ychen@stat.tku.edu.tw (Y.-J. Chen).

http://dx.doi.org/10.1016/j.csda.2015.07.002
0167-9473/© 2015 Elsevier B.V. All rights reserved.

http://dx.doi.org/10.1016/j.csda.2015.07.002
http://www.elsevier.com/locate/csda
http://www.elsevier.com/locate/csda
http://crossmark.crossref.org/dialog/?doi=10.1016/j.csda.2015.07.002&domain=pdf
mailto:ychen@stat.tku.edu.tw
http://dx.doi.org/10.1016/j.csda.2015.07.002


K.-C. Lin, Y.-J. Chen / Computational Statistics and Data Analysis 92 (2015) 126–133 127

Over the past few years, there is a considerable literature on the diagnosis of the random-effects misspecification in
GLMMs. Tchetgen and Coull (2006) introduced a diagnostic test based on the difference between marginal maximum
likelihood and conditional maximum likelihood estimators for the random-intercept logistic regression model for clus-
tered binary responses. Waagepetersen (2006) assessed the distributional assumption for the random effects in Poisson-
log normal and binomial-logit normal GLMMs utilizing a conditional simulation of the random effects, conditional on the
observations for longitudinal data. Alonso et al. (2008) developed three diagnostic tools based on the eigenvalues of the
variance–covariance matrix of the fixed-effects parameters estimates for detecting the random-effects structure of GLMMs
with binary responses. Huang (2009) provided a diagnostic method for detecting the random-effects misspecification in
GLMMs for clustered binary responses using the comparison of the estimation of parameters based on the observed data
and a reconstructed data set induced from the observed data. Abad et al. (2010) proposed two diagnostic approaches for
detection of misspecification in GLMMs for longitudinal binary data through two representations of the model information
matrix. So far there has been limited study regarding the detection of random-effectsmisspecification in GLMMs for longitu-
dinal ordinal data, leading to ourmotivation to develop a diagnostic test formisspecification in the random-effects structure
of cumulative logit models with proportional odds assumption described by McCullagh (1980), which is a commonly used
approach for the analysis of longitudinal ordinal data.

The main challenge for assessing the random-effects misspecification in GLMMs is that the random effects are not ob-
served; namely, data realization or surrogate observation is unavailable for the random effects. As the observed data solely
are unable to be used for detecting the misspecification of the random-effects distribution, a reconstructed data set induced
from the observed data is created to accompany the observed data to form the diagnostic test statistic. The observed and
reconstructed data for GLMMs with cumulative logit are introduced in Section 2. The sampling distribution of the proposed
test statistic is derived in Section 3. The performance of the proposed test in terms of relative bias, empirical size and power
is evaluated by simulations, and the practical implementation of the proposed test is illustrated by a real data set in Section 4.
Finally, a summary discussion and some concluding remarks are given.

2. GLMMs with cumulative logit

Based on the difference of parameter estimates between the observed data and a reconstructed data, Huang (2009)
proposed a diagnostic approach for the random-effects misspecification in GLMMs for clustered binary responses. Although
we extend the diagnosticmethod proposed byHuang (2009) to the ordinal responses,we have to dealwith the complexity of
ordinal responses in the theoretical result and computational simulation. Three types of logit functions used for the analysis
of ordinal data are cumulative logit, adjacent-category logit and continuation-ratio logit. Among of them, the cumulative
logit model with proportional odds assumption is commonly employed for ordinal responses. In this article we focus on the
proportional odds model to illustrate the proposed test for detecting the random-effects misspecification.

2.1. Observed ordinal data

Consider a longitudinal study consisting of ordinal responses with C categories and p-dimensional covariate vectors,
(Yij,Xij), where Yij denotes the jth response for subject i, andXij represents a p×1 vector of (discrete or continuous) covariates
for subject i at occasion j, i = 1, . . . , n, j = 1, . . . , ni. For simplicity, we assume ni ≡ J . Denote yij = (y(1)

ij , . . . , y(C)
ij )′ as a

vector of C indicator variables, where y(k)
ij = 1 if Yij = k, and 0 otherwise, k = 1, . . . , C . The conditional mean for GLMMs is

defined by

E(Yij|Xij, Zij, bi ) = g(X′

ij β + Z′

ij bi ),

where g is amonotone differentiable inverse link function, β = (β1, . . . , βp)
′ is a p×1 vector of unknown fixed parameters,

bi = (bi1, . . . , biq)′ is a q×1 vector of random effects, andX′

ij = (Xij1, . . . , Xijp) and Z′

ij = (Zij1, . . . , Zijq) are covariate vectors
for the fixed and random effects, respectively. The random effects of bi are often assumed to follow a multivariate normal
distribution, bi ∼ Nq(0,D), where the covariance matrix D depends on a unknown parameter vector γ . The purpose of this
article is to diagnose the appropriateness of the distributional assumption of bi in GLMMs with cumulative logit link.

The design matrices X and Z can be partitioned into XN×p = [X1
... · · ·

...Xn]
′ and ZN×(nq) = [Z1


11, . . . , Zn


1n ], where

the notation


is Kronecker product, Xi = (Xi1, . . . ,XiJ), Zi = (Zi1, . . . , ZiJ)
′, and 1i is an n × 1 column vector having 1

in the ith entry and 0 elsewhere, i = 1, . . . , n, j = 1, . . . , J . Denote η
(k)
ij = P(Yij ≤ k | bi) =

k
c=1 P(y(c)

ij = 1 | bi) =k
c=1 E(y(c)

ij | bi) as the conditional cumulative probability of the outcome Yij given bi for category k, k = 1, . . . , C . A
random-effects version of the cumulative logit model with identical odds ratios across the C − 1 cutoffs is given by

logit[η(k)
ij ] = λk − [X′

ij β + Z′

ij bi ], (1)

where the threshold parameters λ1, . . . , λC−1 satisfy λ1 ≤ · · · ≤ λC−1.
The conditional probability of a response falling in category k for subject i at occasion j is denoted by P(y(k)

ij = 1 | bi ) =

p(k)
ij = π(ζ

(k)
ij ) − π(ζ

(k−1)
ij ), where π(ζ

(k)
ij ) = exp(ζ (k)

ij )/(1 + exp(ζ (k)
ij )), and ζ

(k)
ij = λk − [ x′

ij β + z′

ij bi ], k = 1, . . . , C − 1.
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