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a b s t r a c t

We study the problems of hypothesis testing and point estimation for the correlation
coefficient between the disturbances in the system of two seemingly unrelated regression
equations. An objective Bayesian solution to each problem is proposed based on combined
use of the invariant loss function and the objective prior distribution for the unknown
model parameters. It is shown that this new solution possesses an invariance property
under monotonic reparameterization of the quantity of interest. The performance of the
proposed solution is examined through a simulation study. Furthermore, the solution is
illustrated by an application to the real annual data for analyzing the investment model.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

Consider a system of two seemingly unrelated regression (SUR) equations

yi = Xiβi + εi, i = 1, 2, (1)

where in the ith equation yi is an n×1 vector of observations,Xi is an n×pi regressormatrix with rank pi, βi is a pi×1 vector
of unknown regression coefficients and εi is an n× 1 vector of disturbances. The rows of the matrix [ε1, ε2] are assumed to
be independently distributed, each having a bivariate normal distribution with mean zero and unknown covariance matrix
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where σ1 > 0, σ2 > 0 and−1 < ρ < 1. For ease of exposition, and without loss of generality, the system (1) can be written
in compact form as

y = Xβ + ε, (2)

by letting y = (y′

1, y
′

2)
′,X = diag(X1,X2), β = (β′

1, β
′

2)
′ and ε = (ε′

1, ε
′

2)
′, where diag represents a block diagonal matrix.

Here, ε follows a 2n-dimensional normal distribution N(02n, 6 ⊗ In), where 02n is a 2n × 1 vector of zeros, In is an n-
dimensional identity matrix and⊗ denotes the Kronecker product operator. The parameter of interest in this paper is ρ, the
correlation coefficient between the two equations. As we can see, ρ = 0 implies that the two equations are independent.

Such a system, first introduced by Zellner (1962), has beenwidely applied inmany fields of economics, industry, and other
sciences. This paper mainly focuses on two SUR equations, because this two-equation system is simple and has received
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much attention in the past few decades. Zellner (1963) pointed out that Zellner’s estimator of the regression coefficients
is more efficient than the least squared estimator (LSE) when the disturbances are correlated between the equations.
Nevertheless, as described in Kariya (1981), the LSE will be preferred when ρ is close to zero, since an estimated covariance
matrix is involved in Zellner’s estimator. Accordingly, the problemof testing the independence of the two equations becomes
important and is entertained by Kariya (1981) and Kurata (2004) and the references therein.

There has been considerable interest in improving upon estimation of the regression coefficients of each equation. See
Revankar (1974), Liu (2000, 2002a,b), Wang (2005) and Wang et al. (2011) and others. It is of interest to note that the
efficiency of many proposed estimators often rests on the unknown parameter ρ. For example, the improved estimator
proposed by Revankar (1974) is superior to the LSE only if ρ2 > 1/(n − r − 1), where r is the rank of the matrix [X1,X2].
One further improved estimator derived by Liu (2002a) dominates both the estimator of Revankar (1974) and the LSE in
terms of the mean square error matrix (MSEM) under the condition that ρ2 >


3/(n− r − 4)

3/4
. We can see that the point

estimation of ρ is often required but has received less attention in the literature.
Motivated by these factors, we propose an objective Bayesian solution for the problems of hypothesis testing and point

estimation for the correlation coefficient. The resulting solution has several appealing properties. For example, (i) the
solution is invariant under one-to-one reparameterization of either the data or the parameter ρ; (ii) the solution can be
used to test for any value of ρ = ρ0 ∈ (−1, 1); (iii) the solution depends only on the samplingmodel and the available data.

The paper is organized as follows. In Section 2, we derive several objective priors based on the Fisher informationmatrix.
Furthermore, some appropriate sampling algorithms are proposed to generate samples from the posterior distributions
under these priors. An objective Bayesian solution for the problems of hypothesis testing and point estimation for ρ is
proposed in Section 3. In Section 4, the resulting solution is illustrated in the context of simulated and real data. The
concluding remarks are given in Section 5, with additional proofs given in the Appendix.

2. Objective Bayesian analysis

2.1. Under the Jeffreys independent prior

In the absence of prior knowledge, the noninformative priors are often adopted for unknown parameters. One of the
most popular choices in the literature is the Jeffreys independent prior

πIJ(β, σ1, σ2, ρ) = π(β)π(σ1, σ2, ρ) ∝
1

σ1σ2(1 − ρ2)3/2
, (3)

which is derived in detail through using the Fisher information matrix in the Appendix. Under the prior πIJ(β, σ1, σ2, ρ),
the full conditional posterior distributions f1(β | 6, y) and f2(6 | β, y) are respectively given by

β | (6, y) ∼ N

β̃, 9


(4)

and

6 | (β, y) ∼ IW

A, n


, (5)

where β̃ = (X′(6−1
⊗ In)X)−1X′(6−1

⊗ In)y, 9 = (X′(6−1
⊗ In)X)−1, A = [aij] = [(yi − Xiβi)

′(yj − Xjβj)] (i, j = 1, 2)
and IW stands for the inverse Wishart distribution. The following Gibbs sampling algorithm can be employed to iteratively
sample β and 6 from the full conditional posterior distributions in (4) and (5):

Step 1. (Initialization). Specify an initial value β(0);
Step 2. Repeat for k = 1, 2, . . . ,N;

(a): Simulate (σ1, σ2, ρ) from the conditional distribution of6 given (β(k−1), y) in (5) and report

σ

(k)
1 , σ

(k)
2 , ρ(k)


=

(σ1, σ2, ρ);
(b): Simulate β from the conditional distribution of β given (6(k), y) in (4) and report β(k)

= β;
Step 3. Return the values


σ

(1)
1 , σ
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2 , ρ(1), β(1), . . . , σ

(N)
1 , σ

(N)
2 , ρ(N), β(N)


.

2.2. Under the reference priors

Since the seminal paper of Bernardo (1979), the reference priors have been illustrated as one of the most useful tools
for developing noninformative priors. This idea was pursued further in Berger and Bernardo (1992a,b). It is well known
that reference priors in multiparameter problems rest on the grouped ordering of the parameters. In our problem, the
regression coefficients (β1, β2) can be put in any position of the parameter ordering, because the Fisher information matrix
of (β1, β2, σ1, σ2, ρ) does not depend on them. Thus, given that the parameter ρ is of interest in this paper, we consider
four grouped orderings: {ρ, σ1, σ2, β1, β2}, {ρ, σ2, σ1, β1, β2}, {ρ, (σ1, σ2), β1, β2} and {ρ, (σ1, σ2, β1, β2)}. Following the
same idea of Berger and Sun (2008) in dealing with reference priors for the bivariate normal model, we derive the following
two types of reference priors.
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