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Sampling algorithms for generating joint uniform distributions
using the vine-copula method
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Abstract

An n-dimensional joint uniform distribution is defined as a distribution whose one-dimensional marginals are uniform on some
interval I. This interval is taken to be [0,1] or, when more convenient [− 1

2 , 1
2 ]. The specification of joint uniform distributions

in a way which captures intuitive dependence structures and also enables sampling routines is considered. The question whether
every n-dimensional correlation matrix can be realized by a joint uniform distribution remains open. It is known, however, that
the rank correlation matrices realized by the joint normal family are sparse in the set of correlation matrices. A joint uniform
distribution is obtained by specifying conditional rank correlations on a regular vine and a copula is chosen to realize the conditional
bivariate distributions corresponding to the edges of the vine. In this way a distribution is sampled which corresponds exactly to the
specification. The relation between conditional rank correlations on a vine and correlation matrix of corresponding distribution is
complex, and depends on the copula used. Some results for the elliptical copulae are given.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction

The problem of constructing and sampling distributions with given continuous invertible marginals and given
rank correlation matrix, or equivalently, constructing and sampling joint uniforms with given correlation matrix,
remains open. That is, we do not know whether an arbitrary correlation matrix can be realized by a joint uniform
distribution.1 We seek methods for specifying and sampling joint uniform distributions. Existing methods for gener-
ating joint uniform distributions appeal to the joint normal transformation (Iman and Conver, 1982) or the dependence
tree-copula method (Cooke, 1997) where a copula is a bivariate distribution with uniform margins. For background on
copulae see Genest and Rivest (1993), Nelsen (1999), Dall’Aglio et al. (1991) and Joe (1997).

Using the joint normal transform method, we start with a correlation matrix R which we would like to realize in a
joint uniform distribution. We construct a joint normal distribution with correlation matrix R and then transform the
one-dimensional margins to uniform. This transformation is not linear and does not preserve R. Hence, we do not realize
a joint uniform with correlation matrix R (Ghosh and Henderson, 2002); indeed, we do not know if such a distribution
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exists. In practice, for high dimensions, the matrix R will be only partially specified, and we face the notorious matrix
completion problem: can a partially specified matrix be extended to a positive definite matrix.

The tree-copula method builds high-dimensional distributions from two-dimensional margins whose overlap structure
forms a tree. The copulae used were either minimum information copulae or the diagonal band (Meeuwissen and
Bedford, 1997; Cooke and Waij, 1986). The tree-copula method yields distributions which exactly correspond to the
specification, but for n-dimensional problems we can specify only n − 1 correlations corresponding to the edges of the
tree.

Regular vines (Cooke, 1997) are a graphical tool for specifying conditional bivariate constraints. When these con-
straints are associated with partial correlations, it has been shown (Bedford and Cooke, 2002) that any assignment of
values from (−1, 1) to the partial correlations corresponding to edges on the vine is consistent, and determines a unique
correlation matrix, and that every correlation matrix arises in this way. In other words, a partial correlation regular vine
provides an algebraically independent parametrization of the set of correlation matrices. However, we do not know how
to sample partial correlation vines, and we are unable to construct a joint uniform distribution from a partial correlation
vine.

This paper gives algorithms for sampling regular vines when the bivariate constraints are associated with conditional
rank correlations. The relation between conditional rank correlation and partial correlation is complex, and depends
on the copula. Some results are given in Section 4. There are two advantages to using the vine-copula method with
conditional rank correlations. First, we can construct and sample a distribution that exactly corresponds to the vine
specification, and second, if some conditional correlations are unspecified, then a minimal information distribution
satisfying the incomplete specification can easily be constructed whenever the copula makes uncorrelated margins
(conditionally) independent. In this case it is simply a matter of assigning conditional rank correlation zero to the
unspecified nodes in the vine (Cooke, 1997; Bedford and Cooke, 2002). The relation of incomplete vine specification
to the matrix completion problem is studied in Kurowicka and Cooke (2003).

The second section reviews briefly facts about rank, product moment and partial correlations, copulas and vines. We
show that an arbitrary correlation matrix need not be the rank correlation matrix of a joint normal distribution. The
third section presents a sampling algorithm to exactly sample a high-dimensional distribution with uniform margins
and given conditional rank correlations using the vine-copula method. The fourth section derives results concerning the
relationship between conditional rank and partial correlations for copulae. The fifth section presents simulation results
for the elliptical, diagonal band and Frank’s copulae. The last section gives conclusions.

2. Correlation and vines

2.1. Rank, product moment, and partial correlations

The obvious relationship between product moment and rank correlations follows directly from their definitions as
rank correlation is just a product moment correlation of variables transformed to uniforms. Hence for uniform variables
rank and product moment correlations are equal but in general they are different.

Pearson (1907), proved that if vector (X1, X2) has a joint normal distribution, then the relationship between rank (r)
and product moment correlation (�) is given by

�(X1, X2) = 2 sin
(�

6
r(X1, X2)

)
. (1)

The proof of this fact is based on the property that the derivative of the density function for bivariate normals with
respect to correlation is equal to the second order derivative with respect to x1 and x2.

The rank correlation has some important advantages over the product moment correlation. It always exists, can
take any value in the interval [−1, 1], is independent of the marginal distributions and is invariant under monotone
transformations.

In this paper we will study relationships between conditional product moment, conditional rank and partial correla-
tions. We assume that the reader is familiar with first two correlation coefficients and we introduce here only the partial
correlation.



Download English Version:

https://daneshyari.com/en/article/418253

Download Persian Version:

https://daneshyari.com/article/418253

Daneshyari.com

https://daneshyari.com/en/article/418253
https://daneshyari.com/article/418253
https://daneshyari.com

