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a b s t r a c t

We study the following two graph modification problems: given a graph G and an integer
k, decide whether G can be transformed into a tree or into a path, respectively, using at
most k edge contractions. These problems, which we call Tree Contraction and Path
Contraction, respectively, are known to be NP-complete in general. We show that on
chordal graphs these problems can be solved in O(n+m) and O(nm) time, respectively. As
a contrast, both problems remain NP-complete when restricted to bipartite input graphs.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

Graph modification problems play a central role in algorithmic graph theory, not in the least because they can be used
to model many graph theoretical problems that appear in practical applications [15–17]. The input of a graph modification
problem is an n-vertex graph G and an integer k, and the question is whether G can bemodified in such away that it satisfies
some prescribed property, using at most k operations of a given type. Famous examples of graph modification problems
where only vertex deletion is allowed include Feedback Vertex Set, Odd Cycle Transversal, and Chordal Deletion. In
problems such asMinimum Fill-In and Interval Completion, the only allowed operation is edge addition, while in Cluster
Editing both edge additions and edge deletions are allowed.

Many classical problems in graph theory, such as Clique, Independent Set and Longest Induced Path, take as input a
graph G and an integer k, and ask whether G contains a vertex set of size at least k that satisfies a certain property. Many
of these problems can be formulated as graph modification problems: for example, asking whether an n-vertex graph G
contains an independent set of size at least k is equivalent to asking whether there exists a set of at most n − k vertices in
G whose deletion yields an edgeless graph. Some important and well studied graph modification problems ask whether a
graph can be modified into an acyclic graph or into a path, using at most k operations. If the only allowed operation is vertex
deletion, these problems are widely known as Feedback Vertex Set and Longest Induced Path, respectively. The problem
Longest Path can be interpreted as the problem of deciding whether a graph G can be turned into a path by deleting edges
and isolated vertices, performing at most k deletions in total. All three problems are known to be NP-complete on general
graphs [7].
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We study two graphmodification problems inwhich the only allowed operation is edge contraction. The edge contraction
operation plays a key role in graph minor theory, and it also has applications in Hamiltonian graph theory, computer
graphics, and cluster analysis [13]. The problem of contracting an input graph G to a fixed target graph H has recently
attracted a considerable amount of interest, and several results exist for this problem when G or H belong to special graph
classes [2–4,11–14]. The two problems we study in this paper, which we call Tree Contraction and Path Contraction,
take as input an n-vertex graph G and an integer k, and the question is whether G can be contracted to a tree or to a path,
respectively, using at most k edge contractions. Since the number of connected components of a graph does not change
whenwe contract edges, the answer to both problems is ‘‘no’’ when the input graph is disconnected. Note that contracting a
connected graph to a tree is equivalent to contracting it to an acyclic graph. Previous results easily imply that both problems
are NP-complete in general [1,4]. Very recently, it has been shown that Path Contraction and Tree Contraction can be
solved in time 2k+o(k)

+ nO(1) and 4.98k
· nO(1), respectively [9].

We show that the problems Tree Contraction and Path Contraction can be solved on chordal graphs in O(n + m)
and O(nm) time, respectively. It is known that Tree Contraction is NP-complete on bipartite graphs [9], and we show that
the same holds for Path Contraction. To relate our results to previous work, we would like to mention that Feedback
Vertex Set and Longest Induced Path can be solved in polynomial time on chordal graphs [5,19]. However, it is easy to
find examples that show that the set of trees and paths that can be obtained from a chordal graph G by at most k edge
contractions might be completely different from the set of trees and paths that can be obtained from G by at most k vertex
deletions. As an interesting contrast, Longest path remains NP-complete on chordal graphs [8]. An extended abstract of this
paper has appeared in the proceedings of the 6th Latin-American Algorithms, Graphs and Optimization Symposium (LAGOS
2011) [10].

2. Definitions and notation

All the graphs considered in this paper are undirected, finite and simple.We use n andm to denote the number of vertices
and edges of the input graph of the problem or the algorithm under consideration. Given a graph G, we denote its vertex
set by V (G) and its edge set by E(G). The (open) neighborhood of a vertex v in G is the set NG(v) = {w ∈ V (G)| vw ∈ E(G)}
of neighbors of v in G. The degree of a vertex v in G, denoted by dG(v), is |NG(v)|. The closed neighborhood of v is the set
NG[v] = NG(v) ∪ {v}. For any set S ⊆ V (G), we write NG(S) = ∪v∈S NG(v) \ S and NG[S] = NG(S) ∪ S. A subset S ⊆ V (G) is
called a clique of G if all the vertices in S are pairwise adjacent. A vertex v is called simplicial if the set NG[v] is a clique. For
any set of vertices S ⊆ V (G), we write G[S] to denote the subgraph of G induced by S. If the graph G[S] is connected, then the
set S is said to be connected. We say that two disjoint sets S, S ′

⊆ V (G) are adjacent if there exist vertices s ∈ S and s′ ∈ S ′

such that ss′ ∈ E(G). For any set S ⊆ V (G), we write G− S to denote the graph obtained from G by removing all the vertices
in S and their incident edges. If S = {s}, we simply write G − s instead of G − {s}.

The contraction of edge e = uv in G removes u and v from G, and replaces them by a new vertex, which is made adjacent
to precisely those vertices that were adjacent to at least one of the vertices u and v. Instead of speaking of the contraction
of edge uv, we sometimes say that a vertex u is contracted on v, in which case we use v to denote the new vertex resulting
from the contraction. Let S ⊆ V (G) be a connected set. If we repeatedly contract a vertex of G[S] on one of its neighbors
in G[S] until only one vertex of G[S] remains, we say that we contract S into a single vertex. We say that a graph G can be
k-contracted to a graph H , with k ≤ n − 1, if H can be obtained from G by a sequence of k edge contractions. Note that if G
can be k-contracted toH , thenH has exactly k fewer vertices than G has. We simply say that a graph G can be contracted toH
if it can be k-contracted to H for some k ≥ 0. Let H be a graph with vertex set {h1, . . . , h|V (H)|}. Saying that a graph G can be
contracted to H is equivalent to saying that G has a so-called H-witness structure W , which is a partition of V (G) intowitness
sets W (h1), . . . ,W (h|V (H)|) such that each witness set is connected, and such that for every two hi, hj ∈ V (H), witness sets
W (hi) and W (hj) are adjacent in G if and only if hi and hj are adjacent in H . By contracting each of the witness sets into a
single vertex, which can be done due to the connectivity of the witness sets, we obtain the graph H . An H-witness structure
of G is, in general, not uniquely defined (see Fig. 1).

If H is a subgraph of G and v ∈ NG(V (H)), then we refer to the vertices in NG(v) ∩ V (H) as the H-neighbors of v.
The distance dG(u, v) between two vertices u and v in G is the number of edges in a shortest path between u and v, and
diam(G) = maxu,v∈V (G) dG(u, v). For any two vertices u and v of a path P in G, we write uPv to denote the subpath of P from
u to v in G. We use Pℓ to denote the graph isomorphic to a path on ℓ vertices, i.e., Pℓ is the graph with ordered vertex set
{p1, p2, p3, . . . , pℓ} and edge set {p1p2, p2p3, . . . , pℓ−1pℓ}. Similarly, Cℓ denotes the graph that is isomorphic to a cycle on ℓ
vertices, i.e., Cℓ is the graph with ordered vertex set {c1, c2, c3, . . . , cℓ} and edge set {c1c2, c2c3, . . . , cℓ−1cℓ, cℓc1}. A graph is
chordal if it does not contain a chordless cycle on at least four vertices as an induced subgraph.

3. Contracting chordal graphs

In this section, we show that Tree Contraction and Path Contraction can be solved in polynomial time on chordal
graphs. It is easy to see that the class of chordal graphs is closed under edge contractions, and we use this observation
throughout this section.
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