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a b s t r a c t

Given a set of points in a metric space, an additional query point and a positive threshold,
a range query determines the subset of points whose distance from the query point does
not exceed the given threshold. This paper tackles the problem of clustering the set of
points so as to minimize the number of distance evaluations required by a range query.
This problemmodels the efficient extraction of information from a database when the user
is not interested in an exact match retrieval, but in the search for similar items. Since this
need has becomewidespread in themanagement of text, image, audio and video databases,
several data structures have been proposed to support such queries. Their optimization,
however, is still left to extremely simple heuristic rules, if not to random choices. We
propose the Balanced Compact Clustering Problem (BCCP) as a combinatorial model of this
problem. We discuss its approximation properties and the complexity of special cases.
Then, we present two Integer Programming formulations, prove their equivalence and
introduce valid inequalities and variable fixing procedures. We discuss the application of
a general-purpose solver on the more efficient formulation. Finally, we describe a Tabu
Search algorithm and discuss its application to randomly generated and to real-world
benchmark instances up to one hundred thousands points.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

The Balanced Compact Clustering Problem (BCCP) concerns a metric space (D, d), where the domain D is a set of points
and d : D × D → R+ is a pseudometric, enjoying the following properties: (1) dij ≥ 0 for all i, j ∈ D; (2) dii = 0 for all
i ∈ D; (3) dij = dji for all i, j ∈ D (symmetry); (4) dij ≤ dik + dkj for all i, j, k ∈ D (triangle inequality). By assuming d to be a
pseudometric, we admit the possibility that dij = 0 even if i ≠ j. In particular, if dij = 0 ⇒ i = j, d is a metric. We denote a
finite subset N of the domain (with |N| = n) as the database and a positive real value δ > 0 as the query radius.

The BCCP looks for a collection S ⊂ 2N of compact and δ-separable subsets of N whose union should cover N (


S∈S
S =

N). Since the concepts of compactness and separability and the motivation of the objective function are not trivial, for the
sake of clarity we here informally introduce the context of the problem, while the complete formal definition is provided
in Section 2. Informally speaking, a subset is compact when it includes all points closer than a given threshold to a given
representative point, and it is separable if the other points are sufficiently far away. The objective of the BCCP is to minimize
the number of subsets, s = |S|, plus the cardinality of the largest one, η = maxS∈S |S|.

The BCCP is an abstract model for a database subject to a range query, which is the search for the points in the database
which are ‘‘similar’’, in terms of the pseudometric d, to a query point k newly extracted from the domain. A range query
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returns the set Qkδ of all points closer to k than the query radius δ.

Qkδ = {i ∈ N : dki ≤ δ} k ∈ D, δ > 0. (1)

Similarity retrieval is used as an internal component in awide spectrumof applications, such as searching onhuge collections
of text documents, DNA or protein sequences, images, audio and video streams, but also performing nearest neighbour
classification, compressing video streams (to reuse imagepatches) or solvingmultiobjective optimization problems (to avoid
near-duplication of solutions) [10].

A straightforward implementation of the range query would compare dki to δ for each database point i ∈ N . However,
several data structures have been proposed in the literature to speed up the query. Some examples are the VP-tree [14], the
M-tree [4], the List of Clusters [3] and the GNA-tree [1]; a taxonomy and a more detailed discussion on their features can
be found in [10]. These structures exploit the properties of metric spaces in order to rule out most of the database points
from an explicit consideration. The time required to build these structures is amortized over a long series of queries, and
usually ignored when considering the query cost. Therefore, the main goal which is pursued in their design is to optimize
the efficiency of a single range query.

Most of these data structures induce a partition or covering of the database points into regions associated to representa-
tive points and exploit the distance of the query pointwith respect to a representative in order to avoid considering the other
points of the region. In other words, all points within a region are handled collectively. The computational effort required
by a range query is therefore the sum of
1. an internal complexity, including the computation of the distance between the query point and the representative points;
2. an external complexity, including the computation of the distance between the query point and the database points which

could not be ruled out.

As discussed in the following, the total computational effort is the sum of the two terms, where the former is related to
the number of regions, and the latter to their cardinality. Since the former term increases and the latter decreases with the
number of regions, there is an intermediate optimal structure that depends on the distribution of the points and on the query
radius δ. Presently, such an optimization is performed with extremely simple heuristic rules and even with random choices
(see [2] for a comparison between random and heuristically chosen representatives, and a discussion on criteria to achieve
good choices). Furthermore, someof these structures repeat recursively the processwhen large amounts of data are involved.
In this case, each subset generated is handled as a full database and subdivided into smaller subsets. The process terminates
when the cardinality of the subsets obtained is small enough to allow in reasonable time the exhaustive computation of
their distances from the query point. Such a recursive process yields a tree or forest structure and the execution of a range
query requires in general to compute the distance between the query point and representative points selected at different
levels of the structure, as described in the next section. Though at first we will focus on the basic decomposition, we will
later extend the discussion to a multi-level decomposition.

To the best of our knowledge, this paper is the first attempt to provide a formal framework and nontrivial optimization
algorithms for the problem of minimizing the query time on these data structures. Rather than focusing on a specific data
structure, we model the basic core shared by most of them, in particular the use of subsets defined with respect to the
pseudometric d and the search for an effective balance between the internal and the external complexity. As discussed in
Section 2.1, a number of additional requirements can be imposed by restricting the collection of available subsets. As well,
tuning the two terms of the objective function allows to relax the separability constraint or to minimize the average query
time rather than the maximum one.

Section 2 introduces the formal framework of the BCCP. Section 3 proves some theoretical properties, namely its NP-
completeness, its approximability and the existence of polynomial algorithms for special cases. Section 4 presents two
Integer Programming (IP) formulations, proves their equivalence, and introduces valid inequalities and variable fixing proce-
dures to strengthen them. Since the latter take advantage from the availability of goodheuristic solutions, Section 5 describes
a Tabu Search algorithm to obtain them. In the end, Section 6 discusses the computational results both for the heuristic and
for a commercial IP solver, focusing on the benefits gained from the valid inequalities and the fixing procedures. The re-
sults concern random instances of the basic problem with up to n = 250 points. Applying the multi-level decomposition
approach, the discussion is extended to real-world benchmark instances up to n ≈ 100 000 points, drawn from the metric
spaces library [6].

2. The balanced compact clustering problem

In this section we provide some theoretical background drawn from the literature, in order to explain the principles of
compactness and separability, which allow to perform range queries more efficiently than by a straightforward sequence
of distance comparisons. Then, we introduce a formal definition of the problem to trade the construction time of an
auxiliary data structure for an optimized worst-case query time. Section 2.1 briefly describes how to extend the model
when considering the average query time, or relaxing the separability property or introducing someadditional requirements.
Section 2.2 generalizes the model to multi-level data structures.

Definition 1. Given a database N , the compact subset S ji =

l ∈ N : dil ≤ dij


is the set including all points of N not farther

than j from i; point i is denoted as the centre of the subset.
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