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a b s t r a c t

Clique-width of graphs is defined algebraically through operations on graphs with vertex
labels. We characterise the clique-width in a combinatorial way by means of partitions of
the vertex set, using trees of nested partitions where partitions are ordered bottom-up by
refinement. We show that the correspondences in both directions, between combinatorial
partition trees and algebraic terms, preserve the tree structures and that they are com-
putable in polynomial time. We apply our characterisation to linear clique-width. And we
relate our characterisation to a clique-width characterisation by Heule and Szeider that is
used to reduce the clique-width decision problem to a satisfiability problem.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Hierarchical graph decompositions are useful for the design of efficient graph algorithms. This usefulness is the founda-
tion of the theory of fixed-parameter tractability, that emerged from the large body of graph algorithms working on tree
decompositions [8]. There are many graph decompositions with interesting algorithmic applications, such as modular de-
composition [12], tree decomposition [8,10], and rank decomposition [19]. In most cases, a width notion is associated with
a graph decomposition, and the width of a graph is the minimum achievable width for the graph using this decomposition.
Fixed-parameter tractability results are often of the form: a graph problem is tractable on graphs of bounded width, and the
width of the input graph is a measure for the complexity of determining the solution.

Modular decomposition, tree decomposition and rank decomposition can be defined combinatorially. Tree decomposi-
tion and rank decomposition can be defined also algebraically [3,5]. An algebraic definition is built on operations from an
appropriate graph algebra. Algebraic descriptions yield clean definitions of finite automata, that themselves can be seen as
abstract descriptions of efficient parametrised algorithms (see [2] or Chapter 6 of [3] for a deeper treatment of the matter).

Clique-width is a graph complexity measure [3,4,7]. The original definition of clique-width is by means of algebraic
terms. These terms use operations that create edgeless graphs, that add edges between specified vertices, and that combine
graphs. Clique-width is a practically useful graph measure, because the results by Courcelle et al. in [6] in combination with
the results by Oum and Seymour in [19] show that the model-checking problem for monadic second-order logic on graphs
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is fixed-parameter tractable when choosing the clique-width of the input graph as the parameter (see the monographs
by Downey and Fellows [8] and by Flum and Grohe [10] for a deep and comprehensive consideration of fixed-parameter
tractability).

The algebraic definition of clique-width, the same as similar characterisations of treewidth and rank-width, use vertex
labels to specify classes of vertices.We can say that vertex labels express a ‘‘neighbourhood similarity’’ relation, since vertices
with the same label have the same ‘‘one-sided’’ neighbourhood. The clique-width of a graph is the smallest number of
necessary different labels in a clique-width expression. Computing the clique-width of a graph is hard [9], and the problem
of choosing appropriate labels for vertices is a strong contribution to the hardness of the problem [18]. Combinatorial
characterisations avoid labels and the necessity of choosing labels.

In this paper, we give a purely combinatorial characterisation of clique-width. Our characterisation uses rooted trees
and nested partitions of sets of vertices. The partitions are ordered by the refinement relation, and they satisfy an adjacency
condition. The resulting notion is partition tree for graphs.With partition trees,we associate awidthnotion, thatmeasures the
size of the nested partitions. In Section 3, we introduce partition trees and describe their relationship to clique-width. As the
main result of this paper,we obtain a characterisation of clique-width by partition trees, that shows the equivalence between
the clique-width of a graph and the width of its partition trees. Our results also show and provide efficient transformation
algorithms between algebraic clique-width expressions and partition trees, andwe provide a space-efficient representation
of partition trees, that is of interest for efficient algorithms. Our combinatorial characterisation of clique-width is based on,
combines, and extends combinatorial clique-width characterisations by Heggernes et al. [15] and Heule and Szeider [16].

Tree-based graph decompositions have linear variants: pathwidth is the linear variant of treewidth, linear rank-width is
the linear variant of rank-width, and linear clique-width is the linear variant of clique-width. The linear variants are obtained
when restricting the decomposition tree to a path-like tree, a caterpillar, more precisely. In Section 4, we apply our clique-
width characterisation result to linear clique-width, obtaining an analogue combinatorial characterisation of linear clique-
width. We also study combinatorial properties of our partition trees, that provide an alternative approach to corresponding
known results.

Finally, in Section 5,we review the clique-width characterisation byHeule and Szeider [16]. This characterisation is based
on a sequence of pairs of partitions of the vertex set of graphs. We relate this partition-sequence characterisation to our
partition-tree characterisation, show the equivalence of the two characterisations, and also provide efficient transformation
algorithms.

2. Graph preliminaries and clique-width

Graph preliminaries. The studied graphs in this paper are simple, finite, undirected. In addition, we use directed graphs and
rooted trees for the representation of information about undirected graphs. All definitions, if not otherwise said, are for
undirected graphs. For rooted trees and directed graphs, we use only standard terminology, that we do not always define
explicitly.

A graph G is an ordered pair (V , E) where V = V (G) is the vertex set and E = E(G) is the edge set of G. Edges are denoted
as uv. Let u, v be a vertex pair of G with u ≠ v. If uv is an edge of G then u and v are adjacent in G, and u is a neighbour of v
in G; if uv is not an edge of G then u and v are non-adjacent in G. The neighbourhood of u in G, NG(u), is the set of neighbours
of u in G. A graph H is a subgraph of G if V (H) ⊆ V (G) and E(H) ⊆ E(G). For X ⊆ V (G), the subgraph of G induced by X , G[X],
has X as its vertex set, and for each vertex pair u, v from X , uv is an edge of G[X] if and only if u ≠ v and uv is an edge of
G. For R ⊆ E(G), G \ R denotes the graph (V (G), E(G) \ R), that is a subgraph of G. For X, Y ⊆ V (G), where X ∩ Y = ∅, we
denote by X × Y the set of all possible edges between vertices in X and vertices in Y , that is X × Y = {xy : x ∈ X and y ∈ Y }.

An important graph operation throughout the paper is the disjoint union of graphs. Let H1, . . . ,Hp, where p ≥ 2, be
pairwise vertex-disjoint graphs, which means V (Hi) ∩ V (Hj) = ∅ for every 1 ≤ i < j ≤ p. The disjoint union of H1, . . . ,Hp,
denoted as


(H1, . . . ,Hp), is the graph


V (H1) ∪ · · · ∪ V (Hp), E(H1) ∪ · · · ∪ E(Hp)


.

Clique-width and linear clique-width. Let k ≥ 1. A k-labelled graph is an ordered pair (G, ℓ) where G is a graph and ℓ : V (G)
→ {1, . . . , k} is a mapping, that assigns a label from {1, . . . , k} to every vertex of G. The vertices and edges of (G, ℓ) are the
vertices and edges of G. For (G, ℓ) a k-labelled graph, (G, ℓ)◦ denotes the underlying graph Gwithout the labels, and ℓ is the
label function of (G, ℓ).

Consider the following inductive definition of k-expressions and linear k-expressions, slightly generalising the original
definition in [4]:

• for o ∈ {1, . . . , k} and u a vertex name, o(u) is a k-expression and a linear k-expression
• for δ a k-expression and s, o ∈ {1, . . . , k} with s ≠ o, ηs,o(δ) and ρs→o(δ) are k-expressions;

if δ is a linear k-expression then ηs,o(δ) and ρs→o(δ) are linear k-expressions
• for p ≥ 2, and for δ1, . . . , δp pairwise vertex-disjoint k-expressions,


(δ1, . . . , δp) is a k-expression;

if δ1 is a linear k-expression and δ2 = o2(u2), . . . , δp = op(up) then


(δ1, . . . , δp) is a linear k-expression.

We call two k-expressions vertex-disjoint if the vertex names occurring in the two k-expressions are pairwise different. Note
that a vertex name occurring in a k-expression occurs exactly once.
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