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a b s t r a c t

Facility location problems have been investigated in the Operations Research literature
from a variety of algorithmic perspectives, including those of approximation algorithms,
heuristics, and linear programming. We introduce the study of these problems from the
point of viewof parameterized algorithms and complexity. Some applications of algorithms
for these problems in the processing of semistructured documents and in computational
biology are also described.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

Operations Research offers an extensive literature concerned with several formalizations and variants of facility location
problems. Such problems model the following scenario:

A company wants to open up a number of facilities to serve their customers. Both the opening of a facility at a specific
location, and the service of a particular customer through a particular facility, incurs some cost. The goal is tominimize
the overall cost of opening enough facilities to serve all the customers.

We introduce the investigation of these problems from the perspective of parameterized complexity and algorithms.
Properly formalized, facility location problems can also be used to model algorithmic issues in other application areas of
Operations Research, Computer Science and Computational Biology.

Most variants of the class of problems that we are concerned with are N P -hard. Motivated by their significant
applications, attempts have been made to devise useful algorithms, according to three well-known strategies for ‘‘coping
with N P -hardness’’:

(1) Heuristics that are guaranteed to run in reasonable time and produce a solution—but with no mathematical guarantee
concerning its quality.

(2) Approximation algorithms that run in reasonable time and produce a solution guaranteed to be within some distance
of optimal (usually a very wide distance).

(3) A reformulation of the problem as an integer (non-)linear programming task. LP-solvers are then applied. This approach
differs from (1) in that, in a reasonable amount of time, one might not get any answer, but if a solution is produced, it
is optimal. This third approach has proved to be relatively successful, in part because LP-solvers have been extensively
studied both in theory and in practice.
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Our research in this paper is aligned with (3). We offer an exploration of the parameterized complexity of this
class of problems. We describe an abstract form of the problem, and investigate its complexity under several natural
parameterizations. We also exposit how this general form of the problem connects to other applications that are seemingly
far removed from locating physical facilities such as stores.

Parameterized complexity can be viewed as a multivariate generalization of the familiar P versus NP framework that is
essentially one-dimensional. In this familiar framework, complexity is assessed, in the worst case, over all inputs of size (the
one measurement) n. This has proven to be far too pessimistic for real-world input distributions for many computational
problems. Natural input distributions tend to have important secondary structure that significantly affects the practical
computational complexity of the problem. In the framework of parameterized complexity, the parameter captures the
relevant secondary structure. Background on parameterized complexity can be found below.

1.1. Definitions

We study the following problem of Facility Location and variants thereof:
Given: A bipartite graph B = (F ⊎ C, E), consisting of a set F of potential facility locations, a set C of customers, and an edge
relation E, where {f , c} ∈ E indicates that c can be served from the facility (at) f ; weight functions ωF : F → N≥1 and
ωE : E → N≥1 (both called ω if no confusion may arise) that model the costs of building facilities at various locations, and
the costs of serving the customers from facilities at those locations k ∈ N representing the total budget.
Question: Is there a set F ′ ⊆ F of facility locations and a set E ′ ⊆ E of ways to serve customers such that:
(1) every edge in E ′ is incident on a vertex in F ′, a requirement that expresses that edges used to serve customersmust come

from locations chosen for the facilities, or formally, ∀f ∈ F(f ∈ F ′ ⇐⇒ ∃e ∈ E ′(f ∈ e)),
(2) every customer is served by some edge in E ′, or formally, ∀c ∈ C∃e ∈ E ′(c ∈ e), and
(3) that the budget is observed, expressed formally,

∑
f∈F ′ ωF (f )+

∑
e∈E′ ωE(e) ≤ k?

The set F ′ represents in a solution the locationswhere facilities are to be opened. The set E ′ represents how the customers
should be served from those facilities.

In the literature, the problem formulated above is mostly known as the uncapacitated discrete facility location
problem. See [5] for a recent overview.

Alternatively, and sometimesmore conveniently, this problem can also be formulated in terms of amatrix representation
of the facility location and customer service costs.
Facility Location (matrix formulation)

Given: A matrix M ∈ N(n+1)×m
≥1 , indexed asM[0 . . . n][1 . . .m] k ∈ N.

Question: Is there a set F ′ ⊆ {1, . . . ,m} of columns and a service function s : {1, . . . , n} → F ′ such that
∑

f∈F ′ M[0, f ]

+∑n

c=1 M[c, s(c)]

≤ k?

In the matrix formulation, the columns play the role of the m potential facility locations and the rows represent the n
customers to be served (except for row 0).

Edges that are not present in the bipartite graph formulation can be modeled in the matrix representation as edges that
have a weight larger than k. ThematrixM[1 . . . n][1 . . .m] records the weights of the edges, whileM[0][1 . . .m] records the
weights associatedwith potential facility locations. Condition (2) in the bipartite graph formulation can be used to construct
the service function s. The equivalence of the formulations is straightforward. In the following, wewill use terminology from
the two formulations interchangeably, according to convenience.

1.2. Fixed parameter tractability

N P -hard computational problems are ubiquitous in economics. One approach to overcoming this difficulty is to devise
algorithms that can solve arbitrary instances of such a problemunder the restriction that a relevant secondarymeasurement,
called the parameter, is small.

This concept is formalized as follows. Problem instances are elements of Σ∗ × N, and an instance I = (w, k) is to be
decided in time O(p(|w|)f (k)), where p is a polynomial (whose degree does not depend on the parameter k) and f is an
arbitrary function. Problems that can be solved within such a time restriction are said to be fixed parameter tractable, or
in F PT . Equivalently, a problem is in F PT iff there exists a polynomial time computable self-reduction κ that maps an
instance I = (w, k) onto an(other) instance I ′ = (w′, k′) of the same problem whose overall size is limited by a function
g(k), i.e., |w′| + k′ ≤ g(k). Then, I ′ is also called a problem kernel for I , and κ is the corresponding kernelization. There is also
a complementary intractability theory, reflected in theW -hierarchy of parameterized problem classes

F PT = W [0] ⊆ W [1] ⊆ W [2] ⊆ . . . ,

and an appropriate notion of parameterized problem reduction. W [1]-hardness corresponds to N P -hardness in classical
complexity theory. Further details can be found in the textbook [14].

The O∗-notation extends the familiar O-notation by suppressing factors that are polynomial in the input size n. This
gives a convenient shorthand for stating results in exact exponential time and parameterized algorithmics. In particular, a
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