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a b s t r a c t

Structured motifs with arbitrary number of boxes are considered. In particular, such
motifs are of interest in molecular biology for identifying gene promoters along genomes.
Neat closed-form expressions for relevant distributions associated with occurrences of
structured motifs are derived. Our methodology is based on developing a suitable semi-
Markov embedding of the problem. A numerical example is also provided.
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1. Introduction

A single pattern (word) on a finite alphabet is a finite string of letters. A compound pattern is a finite collection of
distinct single patterns. The number of these single patterns is called a size of the compound pattern. Structured motifs
(also called gapped patterns) are important special compound patterns whose sizes are usually huge. This paper deals with
the distribution theory of occurrences of structuredmotifs on strings of letters generated by aMarkov source. Currently, they
are of interest in molecular biology for identifying gene promoter motifs along genomes. There are satisfactory results in
the literature on exact distributions associated with occurrences of compound patterns if their sizes are small to moderate.
Various tools and techniques are used in this area, such as combinatorial, Markov chain and Markov renewal embeddings,
martingales, and exponential families. Relevant references on occurrence of patterns are found in the surveys [5,11].

A structured motif is a string of letters which is best visualized as a finite number of boxes, numbered from 1 to b, where
each two adjacent boxes are separated by a variable number of letters and each box, i say, stands for a fixed single pattern,wi
say. Note that the size of a structuredmotif grows exponentiallywith a linear growth of any of the variable distances between
adjacent boxes. Structuredmotifs, as special compound patterns, allow the use of specific analytical tools for their treatment.
For example, Robin et al. [8] provided an approximation for the distribution of occurrence of the simplest structured motifs
consisting of two boxes, whereas Stefanov et al. [12] provided the first exact distributional result for the waiting time of the
first occurrence of such a structuredmotif. More specifically, they derived an explicit, closed-form expression for the gener-
ating function of thiswaiting time in termsofwell knowndistributional results for the simplest compoundpattern consisting
of only two single patterns. Recently, Nuel [3] and Pozdnyakov [4] derived results for structured motifs applying Markov
chain embedding with automata and martingale techniques, respectively. On the other hand, there are still no satisfactory
results to cover structured motifs with arbitrary number of boxes and arbitrary, however large, gaps between the boxes.
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In this paper, we develop a general approach, based on a suitable semi-Markov embedding, which results in explicit,
closed-form expressions for relevant generating functions on structured motifs with any number of boxes and arbitrary
gaps between the corresponding boxes. Furthermore, the expressions are again in terms of well-known exact distribution
results for the simplest compound pattern consisting of only two single patterns.

2. Model and structured motif

Let {X(n)}n≥0 be an ergodic finite-state Markov chain with a discrete-time parameter, state space {1, 2, . . . ,N}, and
one-step transition probabilities πi,j, i, j = 1, 2, . . . ,N .

Letw1,w2, . . . ,wb be b patterns of length k1, k2, . . . , kb, respectively, on the finite alphabet {1, 2, . . . ,N}. A structured
motif mb formed by these b patterns is any string of letters which (i) begins with pattern w1 and ends with pattern wb;

(ii) all remaining patterns w2, . . . ,wb−1 appear in that order in the string (note that conditions (i) and (ii) do not preclude
the appearance in the string of any of the wi more than once); (iii) the initial pattern w1 and the end pattern wb together
with a fixed appearance of the patterns w2, . . . ,wb−1 in that order satisfy the following condition: for i = 1, 2, . . . , b − 1,
and nonnegative integers di,Di the number of letters separating patternswi andwi+1 is not smaller than di and not greater
than Di. We denote a structured motifmb by

w1(d1 : D1)w2(d2 : D2)w3 . . .wb−1(db−1 : Db−1)wb

and, for i = 1, 2, . . . , b − 1, we denote by mi the sub-structured motif w1(d1 : D1)w2(d2 : D2)w3 . . .wi−1(di−1 : Di−1)wi;

of coursemi is a prefix ofmb.
Throughout the paper we assume that the following restrictions apply on structured motifs.

Restriction 1. Patternw1 appears only once in the structured motifmb;
Restriction 2. For each i = 1, 2, . . . , b − 1, pattern wi+1 appears only once in the two-box sub-structured motif wi(di : Di)
wi+1.

These restrictions are not strong in practice because the probability forw1 to occurmore than oncewithin the structured
motif or for some wi+1 to occur more than once in wi(di : Di)wi+1 is relatively very small. Therefore, one would expect
that identifying ‘significant’ structured motifs would be equally successful when counting only restricted motifs and using
distributional results for them or counting unrestricted motifs and using distributional results for them. On the other hand,
in this paper wemanifest the advantage of imposing Restrictions 1 and 2 by providing neat explicit, closed-form expressions
for relevant distributions on restricted structured motifs.

3. Main results

3.1. Notation and waiting times

Denote by
Wi,j — the family {wi,wj} consisting of the two patternswi andwj;
Ti|j — the waiting time to reach patternwi from patternwj;
T (s)
i — the waiting time to reach patternwi from state s;

TW|n — the waiting time to reach the family of patternsW from patternwn;
Xi,j|n — the waiting time to reach the family of patternsWi,j from patternwn given the reached pattern iswi;
ri,j|n — the probability to reach patternwi before patternwj, given one starts from patternwn.
Of course ri,j|n = P(Xi,j|n = TWi,j|n). Note that there are general results on patterns which provide explicit, closed-form

solutions for the probability generating functions (p.g.f.’s) of all the random variables Ti|j, T
(s)
i , TW|n, Xi,j|n, and also allow exact

computation of the probabilities ri,j|n (cf. [6,7,10,11,1]).
Recall thatGY (t) denotes the p.g.f. of a randomvariable Y . For i = 1, . . . , b−1, introduce the following randomvariables:

Fi+1,1|i = (Xi+1,1|i | Xi+1,1|i < di + ki+1 or Xi+1,1|i > Di + ki+1),

Si+1,1|i = (Xi+1,1|i | di + ki+1 ≤ Xi+1,1|i ≤ Di + ki+1).

Actually, Fi+1,1|i is a random variable whose distribution equals the conditional distribution of the waiting time to reach
wi+1 from the sub-structured motif mi, given the sub-structured motif mi+1 is not achieved. Likewise, the distribution of
Si+1,1|i equals that of the conditional distribution of the same waiting time, given the sub-structured motifmi+1 is achieved.
Similarly to equations (3.2) and (3.3) in [12], the p.g.f.’s of Fi+1,1|i and Si+1,1|i are given by:

GFi+1,1|i(t) =


GXi+1,1|i(t) −

Di+ki+1−
x=di+ki+1

ai+1,1|i(x)tx


(1 − qS,i)−1 (1)

GSi+1,1|i(t) =


Di+ki+1−

x=di+ki+1

ai+1,1|i(x)tx

q−1
S,i , (2)
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