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Abstract

Broadcasting is attractive in delivering popular videos in video-on-demand service, because the server broadcast bandwidth is
independent of the number of users. However, the required server bandwidth does depend on how much bandwidth each user can
use, as well as on the user’s initial waiting time. This paper addresses the issue of limiting the user bandwidth, and proposes a
new broadcasting scheme, named Generalized Fibonacci Broadcasting (GFB). In terms of many performance graphs, we show
that, for any given combination of the server bandwidth and user bandwidth, GFB can achieve the least waiting time among all the
currently known fixed-delay broadcasting schemes. Furthermore, it is very easy to implement GFB. We also demonstrate that there
is a trade-off between the user waiting time and the buffer requirement at the user.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction

Video-on-demand (VOD) services aim to deliver videos “instantly” to a large population of users over a high-speed
network with broadcast capability. We use the term “user” to mean either a set-top box (STB) on a TV receiver or a
computer that can receive a digital video, store it in some storage and concurrently play it from storage at the predefined
display rate. The traditional client–server paradigm (so-called “pull technology”) is not suitable for delivering “hot”
or popular videos to a massive number of users, since it does not scale well. To address the scalability issue, many
broadcasting schemes (based on “push technology”) have been proposed since 1995, when the pioneering work [17]
was published. (A little known work [3] with an almost identical idea was first published as a Philips Research Lab
technical report in 1991.) The main idea is to broadcast a set of hot videos periodically, so that a viewer can tune
in onto the particular video that s/he wants to watch. Such a scheme typically divides each video into a sequence of
segments and broadcasts all the segments periodically on separate (logical) channels. While a viewer is watching the
current video segment, it must be guaranteed that the next segment will be downloaded in time for continuous display
(continuity condition). Most of the research literature focuses on minimizing the maximum user waiting time for given
server bandwidth (or equivalently, minimizing the total server broadcast bandwidth for given maximum waiting time).
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The bandwidth here means the sum of the transfer rates (Mbits/s) of the communications channels used concurrently.
Clearly, the STB must be able to receive and process data arriving on several concurrent logical channels. The most
bandwidth-efficient broadcasting schemes that are currently known require the same bandwidth on the user side as that
on server side [5,7,11]. With the current technology, however, the user-side bandwidth (the disk speed, in particular) is
likely to be relatively narrow [9], since the STB must be inexpensive. Of course, the server must transmit a number of
popular videos concurrently, while a given user receives only one of them at a time. Many broadcasting schemes, such
as Pyramid Broadcasting (PB) [17], Permutation-based Pyramid Broadcasting (PPB) [1], Harmonic Broadcasting [7],
and Skyscraper Broadcasting (SB) [6], are based on the fixed start points policy. With this policy, the STB needs to
wait until the beginning of the first segment appears on a channel, before it starts to download the video. More recent
results on the performance limits of the broadcasting schemes based on the fixed start points policy can be found in
[2,16].

The rest of the broadcasting schemes adopts the fixed-delay policy in contrast to the fixed start points policy. In
such schemes, the user starts downloading immediately, but waits for a fixed amount of time before s/he starts viewing
the video. We propose a new fixed-delay broadcasting scheme, named Generalized Fibonacci Broadcasting (GFB), to
address the issue of limiting the user-side bandwidth. This scheme is a generalization of a scheme described in a paper
by Hu [4]. For any given combination of server bandwidth and user bandwidth, GFB can always achieve the least user
waiting time among all the currently known fixed-delay broadcasting schemes. Stated in another way, for any given
combination of user bandwidth and waiting time, GFB requires the least server bandwidth.

Another great advantage of GFB is that it uses much fewer segments (hence logical channels) than most other
schemes for the same combination of the server bandwidth, user bandwidth and waiting time. Moreover, the mapping
from the segments to the logical channels is the simplest possible, i.e., one-to-one. All this implies that it would be very
straightforward to implement GFB.

The rest of the paper is organized as follows. Section 2 reviews the currently known broadcasting schemes that take
user bandwidth limit into consideration. Section 3 introduces GFB and computes its waiting time as a function of
several parameters, such as the server bandwidth, the user bandwidth and the bandwidth of each channel. In Section 4,
we will compare GFB with all other similar schemes currently known, and also discuss how its performance is affected
as its parameter values are changed. We then derive in Section 5 a formula for computing the buffer size required at the
STB. Finally, Section 6 summarizes the contributions of the paper with some remarks. A preliminary version of this
paper containing some of the materials presented here appeared in [19,20].

1.1. Basic notation

For simplicity, we concentrate on broadcasting one video. Throughout the paper we use the following notation:

b: video display (or consumption) rate in Mbits/s;
D: total display duration of each video in seconds;
n: number of segments each video is divided into, which equals the number of channels;
Si : ith segment, i = 1, 2, . . . , n;
Di : duration of segment Si in seconds.

∑n
j=1 Dj = D;

di : =Di/D;
w: initial waiting time (or latency) in seconds from the time a request is made until display starts;
w∗ = w/D: normalized wait time; 0 < w∗ �1.
B: total server bandwidth required to broadcast one video, expressed as a multiple of b (The server bandwidth will be

expressed as either Bb or simply B.);
Bj : bandwidth of the jth broadcast channel as a multiple of b, j = 1, 2, . . . , n; (B = ∑n

j=1 Bj );
U: user bandwidth, expressed as a multiple of b.

2. Previous work

In many existing schemes, the user bandwidth is the same as that the server uses to broadcast a video. Thus, they are
not interesting from our perspective (of limiting the user bandwidth) in this paper. Here we review some of the schemes
in which the user bandwidth is smaller than the server bandwidth.
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