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Rationale and Objectives: Multiple diagnostic tests are often available for a disease. Their diagnostic accuracy may depend on the char-

acteristics of testing subjects. The investigators propose a new tree-structured data-mining method that identifies subgroups and their
corresponding diagnostic tests to achieve the maximum area under the receiver-operating characteristic curve.

Materials and Methods: The Osteoporosis and Ultrasound Study is a prospectively designed, population-based European multicenter

observational study to evaluate state-of-the-art diagnostic methods for assessing osteoporosis. A total 2837 women underwent dual
x-ray absorptiometry (DXA) and quantitative ultrasound (QUS). Prevalent vertebral fractures were determined by a centralized radiology

laboratory on the basis of radiographs. The data-mining algorithm includes three steps: defining the criteria for node splitting and selection

of the best diagnostic test on the basis of the area under the curve, using a random forest to estimate the probability of DXA being the

preferred diagnostic method for each participant, and building a single regression tree to describe subgroups for which either DXA or
QUS is the more accurate test or for which the two tests are equivalent.

Results: For participants with weights #54.5 kg, QUS had a higher area under the curve in identifying prevalent vertebral fracture. For

participants whose weights were >58.5 kg and whose heights were #167.5 cm, DXA was better, and for the remaining participants,
DXA and QUS had comparable accuracy and could be used interchangeably.

Conclusions: The proposed tree-structured subgroup analysis successfully defines subgroups and their best diagnostic tests. The

method can be used to develop optimal diagnostic strategies in personalized medicine.

KeyWords: Receiver-operating characteristic curve; random forest; classification and regression tree; subgroup analysis; personalized

medicine.
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M
ultiple diagnostic tests are commonly available for

the same disease. Their diagnostic accuracy may

depend on the characteristics of the testing sub-

jects. For example, bone mineral density (BMD) measured

by dual x-ray absorptiometry (DXA) and the speed of sound

(SOS) by quantitative ultrasound (QUS) devices are continu-

ous diagnostic markers for osteoporosis. Compared to DXA,

QUS has the advantages of low cost, portability, and absence

of radiation exposure, but it may be less accurate. A recent

prospective multicenter epidemiologic study (1) pointed out

that age may influence the choice of quantitative bone assess-

ment techniques in elderly women. In the era of personalized

medicine, proper methods are needed to find subgroups with

their corresponding optimal diagnostic strategies.

The area under the receiver-operating characteristic

(ROC) curve (AUC) is a measure of diagnostic accuracy

(2,3). A higher AUC reflects higher diagnostic accuracy.

Differences between AUCs depend not only on the tests

themselves but also on the population tested. A recent

regression approach to ROC analysis (4) detects the interac-

tions between diagnostic performance and covariates and

assesses diagnostic utility after adjusting for covariate effects.

Because of possible complex interactions, particularly when

the number of covariates is large, modeling on the basis of

regression approaches may make it difficult to answer the

question of who should undergo which test. Ciampi et al
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(5) proposed a tree-structured subgroup analysis for survival

data on the basis of a Cox model with interaction terms to

find subgroups of patients for whom one treatment is prefera-

ble to the other. Negassa et al (6) investigated a model selec-

tion in tree-structured subgroup analysis on the basis of

Ciampi et al’s work. These tree-based methods demonstrated

efficiency to handle large numbers of covariates and identify

operational subgroups of patients.

In this paper, we extend tree-based methods to the devel-

opment of evidence-based decision rules to choose the most

accurate diagnostic test according to easily collected covariates

of a subject and apply this new approach to BMD and QUS in

the diagnosis of prevalent osteoporotic fractures.

MATERIALS AND METHODS

Description of the Study Data

The Osteoporosis and Ultrasound Study (OPUS) (7) is a pro-

spectively designed, population-based European multicenter

observational study to evaluate state-of-the-art diagnostic

methods for assessing osteoporosis. Population-based random

samples were selected from five participating study centers in

the United Kingdom, France, and Germany. All investigations

were conducted in accordance with the Declaration of

Helsinki and were approved by the appropriate institutional

human research committee at each participating center. Of

2837 women participating, 463 (16%) were 20 to 39 years

old, and 2374 (84%) were 55 to 79 years old. Techniques eval-

uated in this study included spine and hip BMD by DXA

using bone densitometers manufactured by GE Lunar (Mad-

ison, WI) and Hologic (Bedford, MA), broadband ultrasound

attenuation, and SOS measured using the DTU-one (OSI/

Osteometer Meditech, Hawthorne, CA) and UBIS 5000

(Diagnostic Medical Systems, Montpellier, France). Baseline

x-ray films were obtained for all study participants and used

to evaluate prevalent vertebral fractures at a centralized radiol-

ogy laboratory. Women with $20% height reduction from

the young population mean height were considered fractured.

In our particular application, the gold standard of a clinical

event was a prevalent vertebral fracture defined by the baseline

radiographs. The diagnostic tests to be compared were the

baseline DXA measurement of hip BMD (test 1 [T1]) and

QUS measurement of SOS measured using the DTU-one

(test 2 [T2]). Of 2322 elderly participants with complete hip

BMD and DTU-one SOS information, 371 (16%) had prev-

alent vertebral fractures, whereas 1951 (84%) had no fractures.

The characteristic variables for subgroup construction

included age, height, weight, and body mass index. Table 1

summarizes the data.

Description of Recursive Partitioning Tree Algorithm
and Random Forest

A recursive partitioning tree algorithm, also known as a clas-

sification and regression tree (CART) (8), consists of a

sequence of splits of a group of subjects into two subgroups

according to values of covariates. These splits form branches

to generate a tree. Subjects before a split form a parent

node. The resulted subgroups are its daughter nodes. Because

there are many ways to split a node into two daughter nodes, a

utility function needs to be defined for selecting the best split

among all the possible binary splits. Typically, subjects in a

study are divided randomly into the training and validation

data. A tree grows on the basis of the training data such that

the utility is homogenous within nodes but maximally differ-

ent between nodes. The splitting step grows a large tree. Using

a cost-complex function of CART (8), a nested sequence of

subtrees

Tr0_Tr1_Tr2_/_Trl ¼ Root (1)

is identified that represents the optimal choices of trees at dif-

ferent size. Here, Tr0 is the largest tree, and Trl is the smallest

tree that has everyone in it. The validation data are used to

determine which one of these subtrees has the best utility

value in an independently collected data set. The use of val-

idation data is to ensure that the final tree does not overly

fit the training data because the splitting step is data

dependent.

An alternative method to consider sampling variation is the

random-forest approach (also known as bootstrap aggregating

or bagging) proposed by Breiman (9). In this approach, m

bootstrap samples are generated from original data as new

training sets and m trees are fully grown on the basis of the

bootstrap samples. Thus, there are m trees generated to form

a random forest. Such a forest accounts for the effect of sam-

pling variations in tree constructions. As a result, different

trees may have different decision rules that choose different

diagnostic tests as the best one for the same subject. Note

that a random forest is a ‘‘committee of experts.’’ Because trees

in the forest have different decision rules, there is not a simple

way to explain the underlying rationale driving the combined

predictions. Rather, a forest predicts the best decision for each

individual.

TABLE 1. Summary Statistics of Diagnostic Measurements
and Covariates

Nonfractured Subjects

(n0 = 1951)

Fractured Subjects

(n1 = 371)

Diagnostic test

Hip BMD (DXA) 878.85 � 140.03 802.11 � 149.59

SOS (QUS) 1546.33 � 10.53 1541.98 � 10.29

Continuous covariates

Age (y) 66.42 � 6.86 69.18 � 7.10

Height (cm) 160.64 � 6.31 159.61 � 6.30

Weight (kg) 68.71 � 12.38 67.72 � 12.41

BMI (kg/m2) 26.61 � 4.51 26.56 � 4.42

BMD, bonemineral density; BMI, bodymass index; DXA, dual x-ray

absorptiometry; QUS, quantitative ultrasound; SOS, speed of sound.

Data are expressed as mean � standard deviation.
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