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a b s t r a c t

Publish/Subscribe (Pub/Sub) has been used inmany large-scale distributed systems owing to its scalability
and loose coupling, andmost of the existing Pub/Sub systems are built on the basis of the acyclic topology
because the routing algorithm can be simplified. However, the flexibility is limited and the robustness
is also a big problem. This paper proposes a dynamic topology algorithm to facilitate the adaptation to
the dynamic change of the network conditions, which is composed of two parts: Topology Generation
Algorithm (TGA) and Topology Transformation Algorithm (TTA). The topology can switch between cyclic
topology and acyclic topology automatically, and the advantages of both the cyclic topology and the
acyclic topology can thus be exploited. In addition, the efficiency and scalability can also be guaranteed
when the topology changes. The topology of a Pub/Sub system will be transformed into a cyclic one to
enhance robustness when the network condition gets worse, while into the acyclic pattern when the
network condition is getting better. Experiments show that average number of edges in the topology
reduces by 12% and subscription notification delivery time improves by 20%.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

With the rapid development of social networks and mobile In-
ternet, numerous new systems have been built in these fields. In
order tomake these applications or systemsmore flexible and scal-
able, a decoupled, scalable, and dynamic communication scheme
is required, such as the Pub/Sub paradigm that is widely used
as a powerful messaging paradigm. Due to its loose coupling [1],
simple interface, and inherent scalability, Pub/Sub has been at-
tracting a number of companies and research institutes. In recent
years, the effort of designing the Pub/Sub system has been made
by researchers from the academy and industry [2–4]. For the re-
searchers from academy, they focused on the enhancement of the
systemexpression capacity (e.g., content-based routing algorithms
and semantic [5,6]) and the compatibility with the new applica-
tion environments (e.g. P2P network [7,8]). In industry, practical
applicability is one of the main concerns, including the robust-
ness [9], security [10], and efficiency [11]. A number of large-scale
distributed applications (e.g., stock-market monitoring engines,
RSS feeds, and workflow management) have been built upon the
Pub/Sub paradigm [12].
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In general, there are two types of Pub/Sub, namely topic-based
and content-based Pub/Sub systems [13,14]. Topic-based Pub/Sub
uses the notion of topics (or subjects), and extends the concept
of the channel that connects two communication peers. Users can
publish events and subscribe to individual topics that are identified
by keywords. The communication channels in Content-based
Pub/Sub are specified through a collection of attributes that could
be arbitrary data types. Unlike the topic-based Pub/Sub variant
that is a static scheme and offers the limited expressiveness,
the content-based Pub/Sub introduces a subscription scheme
according to the actual content of the considered events. At
present, the content-based pub/sub has been used in many areas
due to its expressiveness, filtering abilities, distributed event
correlation, and complex event process capabilities. In this paper,
a content-based Pub/Sub system is taken into consideration.

For a Pub/Sub paradigm, it is composed of brokers that are
responsible for disseminatingmessages. The topology of a Pub/Sub
can be classified into two categories: the cyclic topology with at
least one cycle and the acyclic topology with no cycle. Most of the
existing Pub/Sub systems have been so far built on the basis of
the acyclic topology. This is because the routing algorithm can be
simplified when an acyclic topology is used. In an acyclic topology
based system, any two peers are connected via one unique path in
a Pub/Sub overlay network. The flexibility of this kind of system,
however, is still limited when the network conditions change
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dynamically.Moreover, the robustness is a big problem.Once some
accidental situations (e.g., the broker failure and failure recovery)
occur, the systems cannot deal with it very well.

Although these problems cannot occur in cyclic topology based
systems, using cyclic topology means more brokers required to
be configured and more paths between brokers in the overlay
network.Moreover, in order tomaintain the overlay topology, each
node need continuously monitor the availability of its neighbors,
which will lead to high cost [15]. Therefore, it is of importance
for a Pub/Sub system to adapt to complicated network conditions.
However, the previous work supports only one kind of topology,
which cannot meet the requirement of the adaption.

To the end, this paper proposes a dynamic topology algorithm
to facilitate the adaptation to the dynamic change of the network
conditions. The topology can switch between cyclic topology and
acyclic topology automatically, and the advantages of both the
cyclic topology and the acyclic topology can thus be exploited. In
addition, the efficiency and scalability can also be guaranteedwhen
the topology changes. The topology of a Pub/Sub system will be
transformed into a cyclic one to enhance robustness when the net-
work condition gets worse, while into the acyclic patternwhen the
network condition is getting better. The dynamic topology algo-
rithm is composed of two parts: Topology Generation Algorithm
(TGA) and Topology Transformation Algorithm (TTA). These two
algorithms are responsible for dealing with the topology transfor-
mation problem in Pub/Sub systems on the basis of relative opera-
tions, such as themonitoring and analysis. TGA is used to construct
the initial topology based on the original network conditions, and
TTA is used for detecting and transforming the topology in the
Pub/Sub system. In particular, because the content-based Pub/Sub
can process complex events and provide the expressiveness on
distributed event correlation, these features are exploited by both
TGA and TTA to simplify the two algorithms. Extensive experiment
results show that the performance is significantly improved.

The paper is organized as follows. The system structure is
described in Section 2 and our topology strategy is presented
in Section 3. Section 4 shows our topology algorithms in detail
and Section 5 shows our experiments results and the discussions.
Finally, the paper is concluded, and the future wok is provided.

2. System structure

The content-based Pub/Sub system consists of four layers as
shown in Fig. 1. The first layer is the user interface that is com-
posed of two components: the client and the monitor. The second
layer, the core level of a Pub/Sub system, is responsible for inter-
acting with, controlling, and managing other parts of the system.
It includes the topology controller, detector and analyzer. The fol-
lowing is the router layer that controls and adjusts all the incom-
ing and outgoing information. The last layer is the broker layer that
provides the infrastructure.

2.1. User interface

Clients connect with the specific brokers to transmit all the
messages. Due to the flexible and efficient deployment, clients are
also used to complete some tests by attaching them to the target
brokers. In the system, according to the test results obtained by the
analysis, the system design is possibly adjusted, and the algorithm
may also be modified. In addition, Monitor module not only pro-
cesses the display and presentation of the running work but also
handles some of the configuration task.

Fig. 1. System structure diagram.

2.2. System core components

As mentioned above, the second layer consists of several mod-
ules, including Topology Controller, Detector, and Analyzer. They
deal with specific tasks, respectively. These modules cooperate
with each other. After the overlay network is deployed, owing to
the dynamic network conditions, the network structure needs to
be detected, analyzed and adjusted continuously. Detector module
is used for collecting the detection results, generating the detection
data, and sending the detection signal. Analyzer module is used
to process the detected results and then analyze them to get the
statistics characteristics that will be used in the future. Topology
Controller module is of importance because it is involved in many
operations, such as the overlay initialization, the detector control-
ling, the analyzer controlling, topology transformation, and error
processing. In the meanwhile, Data Storage module stores the test
data to be processed by Data Processor.

2.3. Routers

The router is mainly responsible for information transmission.
Routers are divided into two parts based on their locations around
brokers. Some routers lie in brokers to route the messages that en-
ter brokers while other routers are active outside the brokers for
the purpose of keeping track of the broker states and routing the
controllingmessages. Besides deliveringmessages to the right des-
tinations, the routers in the system can also adapt themselves to
the network topology of the brokers. It means that the routers can
update their routing table and immediately adjust their message
matching strategy when the network topology changes. In this pa-
per, a special routing strategy is proposed to make routers more
flexibly adapt to the network topology change, which will be dis-
cussed in detail in Section 4.

2.4. Brokers

The broker is the fundamental element in the system, and is
used to build the infrastructure. It contains some necessary sub-
components, such as the message queue, the communication in-
terface, and the matching engine. Firstly, the network topology is
mainly consisted of brokers. Participators, the publishers or sub-
scribers, are able to connect to the topology by connecting with
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