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h i g h l i g h t s

• Scientific workflows are an attractive option in comparative genomics and phylogeny.
• SciHmm compute-intensive genomic workflow executed in 128 cores Amazon EC2 clouds.
• Muscle MSA method provided the best data quality, although other input data may point to different MSA methods.
• Muscle speedup factor was 28 on 32 cores, compared to a single core computation.
• Executing SciHmm before the phylogenetic analyses improved the performance up to 80%.
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a b s t r a c t

Over the last years, comparative genomics analyses have become more compute-intensive due to the
explosive number of available genome sequences. Comparative genomics analysis is an important a
prioristep for experiments in various bioinformatics domains. This analysis can be used to enhance
the performance and quality of experiments in areas such as evolution and phylogeny. A common
phylogenetic analysis makes extensive use of Multiple Sequence Alignment (MSA) in the construction
of phylogenetic trees, which are used to infer evolutionary relationships between homologous genes.
Each phylogenetic analysis aims at exploring several different MSA methods to verify which execution
produces trees with the best quality. This phylogenetic exploration may run during weeks, even when
executed in High Performance Computing (HPC) environments. Although there aremany approaches that
model and parallelize phylogenetic analysis as scientific workflows, exploring all MSA methods becomes
a complex and expensive task to be performed. If scientists determine a priorithe most adequate MSA
method to use in the phylogenetic analysis, it would save time, and, in some cases, financial resources.
Comparative genomics analyses play an important role in optimizing phylogenetic analysis workflows.
In this paper, we extend the SciHmm scientific workflow, aimed at determining the most suitable MSA
method, to use it in a phylogenetic analysis. SciHmm uses SciCumulus, a cloud workflow execution
engine, for parallel execution. Experimental results show that using SciHmm considerably reduces the
total execution time of the phylogenetic analysis (up to 80%). Experiments also show that trees built with
the MSA program elected by using SciHmm presented more quality than the remaining, as expected.
In addition, the parallel execution of SciHmm shows that this kind of bioinformatics workflow has an
excellent cost/benefit when executed in cloud environments.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

Comparative genomics is one of many bioinformatics fields
that aim at computationally comparing hundreds of different
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genomes [1]. Many types of bioinformatics applications associ-
ated to this field, such as multiple sequence alignment (MSA), ho-
mologous detection and phylogenetic analysis are continuously
increasing in scale and complexity [2]. Managing comparative
genomics experiments is far from trivial, as they are computing-
intensive and process large volumes of data. Accordingly, consid-
ering that these experiments are based on a pipeline of scientific
programs, they are assisted by scientific workflows [3,4]. Com-
parative genomics workflows are a fundamental step to en-
hance the execution of other evolutionary analyses such as
phylogenomics and phylogenetics [5]. To illustrate the benefits
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of executing comparative genomics workflows to improve other
bioinformatics analyses, let us take phylogenetic analysis as an ex-
ample. In our previous work, in phylogenetic analysis workflows
using SciPhy [3], scientists perform a set of activities to produce
phylogenetic trees, which are used to infer evolutionary relation-
ships between homologous genes represented in the genomes of
divergent species. Phylogenetic scientific workflows are both com-
puting and data-intensive. Depending on the amount of input data
and complexity of the MSAmethod used, which corresponds to an
activity in these workflows, each workflow execution may require
weeks to complete.

Furthermore, according to the results presented by Bernardes
et al. [6], different MSA methods produce results with different
quality levels to detect distant homologues. This result can
be extrapolated to phylogenetic analyses where different MSA
methods can have a certain impact (positive or negative) in
the final phylogenetic tree. Based on that, scientists need to try
different variations of a phylogenetic workflow to analyze the
quality of its produced results. These variations are basically
related to the exploration of different MSA methods, algorithms,
and parameters. Depending on the amount of input data to process,
the execution of each variation of a phylogenetic workflow using
a specific MSA method may demand many days to complete. The
exploration of several MSA methods using the same input data
is likely to be time-consuming, difficult to manage, and scientists
without a high performance infrastructure have to reduce the
scale of the analysis. For example, if scientists want to explore all
the available MSA methods in SciPhy using 200 input multi-fasta
with genomics data, they will need approximately 52 days when
running it on a desktop machine. Even when SciPhy is executed
in parallel in High Performance Computing (HPC) environments,
the exploration may still need a couple of days to finish when
using 32 cores in a multi-core machine or in a cloud, as detailed by
Ocaña et al. [3].

Scientists usually avoid exploring different MSA methods in
the phylogenetic analysis due to its high cost (execution time and
financial, in some cases). In this paper, we extend the recently
proposed SciHmm scientific workflow [7] to optimize the task of
phylogenetic analysis implemented in SciPhy workflow.

SciHmm is a comparative genomics workflow, based on profile
hidden Markov models (pHMMs) [8] to detect homologues.
SciHmmaids scientists in choosing themost suitableMSAmethod,
which produces alignments with better quality, to be used in
the phylogenetic analysis in order to generate phylogenetic trees,
also with better quality, without having to construct all trees,
exploring all possible MSA variations. SciHmm consists of three
main activities: (i) MSA construction; (ii) pHMMs building and
scoring; and (iii) pHMMs comparison against a local database.
The main idea behind SciHmm is to perform a cross-validation
procedure to evaluate: (i) the Specificity and Sensitivity of each
MSA method to detect homologues and (ii) the identification of
the best MSA method and e-value for an a posteriori phylogenetic
analysis workflow. The e-value is defined as the expected number
of errors per query. In the context of one test, this means that
one would expect on average E false positives per model with an
e-value score better than E to occur by chance [9].

Many HPC environments can be used to execute SciHmm
in parallel such as supercomputers or grids [10]. However,
computing clouds [11,12] provide a new dimension for HPC
workflows without having to acquire or to configure many
pieces of software and hardware. Clouds have demonstrated
feasibility for many bioinformatics problems [13,14], as they
provide characteristics, such as, elasticity and high availability.
SciHmm was developed on top of SciCumulus [15], a cloud
workflow execution engine, as a solution for running SciHmm in
parallel in clouds. SciCumulus executes SciHmm using parameter

sweep [15] mechanisms, where each Virtual Machine (VM) –
that is part of a virtual cluster – processes independent activities
consuming different input data. By using SciCumulus [3,7,14,
16], scientists can benefit from parallel execution coupled to
distributed data provenancemanagement. In this context, the term
‘‘Provenance’’ [17] represents the ancestry of an object within the
workflow. It contains information about the process used to derive
the object, in this case the data product. Provenance data is used to
determine quality and authorship, and to reproduce the workflow
as well as to interpret and validate the associated results.

We show in this paper, a thorough evaluation of SciHmm
(both computational and biological) to compare genomics results
with phylogenetic trees (constructed based on several MSA
methods). By analyzing these phylogenetic trees, scientists are
able to verify if the MSA method elected by SciHmm is the
one that produces the best quality results on the a posteriori
phylogenetic analysis workflow. This way, we use phylogenetic
experiments [3] to validate the SciHmmresults. In the experiments
presented in this paper, SciHmm uses five MSA methods to
perform the analysis: ClustalW [18], Kalign [19], MAFFT [20],
Muscle [21], and ProbCons [22]. SciHmm was executed in
the Amazon EC2 [23] cloud. SciHmm uses a cross-validation
procedure to evaluate and identify the best MSA method for an a
posteriori phylogenetic analysis. Experimental results reinforce the
importance of optimizing a phylogenetic analysis using SciHmm to
reduce costs (execution time and financial costs). The optimization
of the phylogenetic analysis with SciHmm resulted in trees with
more quality and more performance (up to 80%), when compared
to an ad hoc MSA method exploration including all variations.

The remainder of this paper is organized as follows. Section 2
brings important biological and bioinformatics background. Sec-
tion 3 gives a brief explanation of the SciCumulus architecture
and implementation details on top of the Amazon EC2. Section 4
describes the conceptual specification of the SciHmm workflow.
Section 5 describes experimental results. Section 6 brings related
work and finally, Section 7 concludes this article.

2. Comparative genomics

Comparative genomics aims at inferring relationships of
genome structure and function across several species [24]. It is
a critical and enabling field for functional genomics, allowing
researchers to access useful information about genes, their
resulting proteins and the role played by these proteins in the
organism’s biochemical process. One of the most important goals
of comparative genomics field is to identify existing mechanisms
for eukaryotic genome evolution [25]. To process the large amount
of information contained in modern genomes (the human genome
alone having 3.2 GB) scientists need fine-tuned computational
methods for comparative genomics. MSA methods, gene finding
and profile hidden Markov models (pHMM) are important
applications used in comparative genomics experiments. Although
comparative genomics has attracted much attention from the
scientific community in the last decade [26–28], it is still a new
research field.

MSA is an important step in many bioinformatics experiments,
such as in pHMMs generation [8]. Hidden Markov models
(HMMs) [29] are probabilistic models used in pattern recognition
problems, and are used in computational biology to analyze
sequential data [2] e.g. in remote homology detection between
protein sequences. HMMs can be used first for training HMM that
represent a group of homologue sequences and for comparing
these HMM against a target database of protein sequences, i.e.,
RefSeq [30]. The HMM that represent a group of homologue
sequences are called pHMM, and are a probabilistic model built
from a MSA of related sequences. One major program that applies



Download English Version:

https://daneshyari.com/en/article/424639

Download Persian Version:

https://daneshyari.com/article/424639

Daneshyari.com

https://daneshyari.com/en/article/424639
https://daneshyari.com/article/424639
https://daneshyari.com

