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h i g h l i g h t s

• We evaluate the performances of mixed erasure coding/replication allocation schemes.
• Wemodel architectures with massively distributed storage.
• We show the effects of the different parameters on the performances of the allocation technique.
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a b s t r a c t

Replication of Data Blocks is one of the main technologies on which Storage Systems in Cloud Computing
and Big Data Applications are based. With the heterogeneity of nodes, and an always-changing topology,
keeping the reliability of the data contained in the common large-scale distributed file system is an
important research challenge. Common approaches are based either on replication of data or erasure
codes. The former stores each data block several times in different nodes of the considered infrastructures:
the drawback is that this can lead to large overhead and non-optimal resources utilization. Erasure
coding instead exploits Maximum Distance Separable codes that minimize the information required
to restore blocks in case of node failure: this approach can lead to increased complexity and transfer
time due to the fact that several blocks, coming from different sources, are required to reconstruct lost
information. In this paper we study, by means of discrete event simulation, the performances that can
be obtained by combining both techniques, with the goal of minimizing the overhead and increasing
the reliability while keeping the performances. The analysis proves that a careful balance between the
application of replication and erasure codes significantly improves reliability and performances avoiding
large overheads with respect to the isolated use of replication and redundancy.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

The request for services that are based on big computing in-
frastructures is flourishing, and providers with different capabil-
ity and specializations compete on the market. The abundance of
proposals that are founded on the availability of data center tech-
nologies and facilities causes lower margins on the revenues of
providers, because big players can afford more investments with
longer strategies. Be the service a simple site hosting, a virtual
server, or more complex offers like cloud applications or high
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performance computing, the main problem of a provider is to be
able to supply a given level of performances to a given number of
customers, at the minimum cost.

A big part of the investments is devoted to sustain quality of
services, that is the result of a number of architectural, scheduling
and management issues (e.g. see [1–3]). Limiting the scope to
the problem of providing a dependable storage subsystem, a big
part of the investment is devoted to storage hardware and related
connectivity. The quality of service specification over the storage
subsystem implies the need for a consistent and safeway to ensure
data persistence, that is generally based on replication strategies:
data chunks are replicated over different storage units on different
nodes, so that if a node or a unit fails (temporarily or permanently)
the stored data are not lost and are continuously available to the
owner. This solution is effective, even if it has some drawbacks:
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first, the problem of replication management is not trivial, as
replicas can be handled with different strategies, to find the most
convenient mapping between data chunks and nodes; second, the
complete replication of datamultiplies the number of storage units
that are needed and complicate the interconnection infrastructure,
significantly increasing the costs. A smart management of the
problem, dealing with the need for space so that a lower expense
is sufficient to keep data integrity and availability, wouldmake the
difference between being in or out of the market.

A possible solution is tomove from replication to erasure codes.
Erasure code techniques reduce the need for additional spacewhile
keeping the integrity level, by substituting replicas with additional
redundant data that take less space.When a redundancy technique
is applied, in case of node failures lost data are reconstructed by
using the additional data (that have to be properly designed to be
sufficient), distributed over other nodes in the most convenient
way. The drawback is that in case of failure lost data have to
be rebuilt, causing a momentary computing and communication
overhead to the system. Choosing a good redundancy technique
and designing the best trade-off between additional space and
computing needs can lead to significant savings in terms of
infrastructural investments, by increasing the overall efficiency
of the data storage subsystem. Such a choice is strategic, and
must be as much as possible transparent to specific uses of the
infrastructure; consequently, the choice should be focused on the
lower layers of the system HW/SW stack.

In this paper we deal with optimal storage management. The
original contribution of this paper is a simulation technique that
supports, in terms of dependability and overall performance eval-
uation, the design of a strategy that exploits the existing resources
bymeans of a redundancy-based approach that uses erasure codes,
to help designers in predicting their best trade off between space
and computing resources. We show how it is possible to model
the storage subsystem with its management layer by means of an
event based simulator that showed to be able to scale up to dif-
ferent architectures. More in detail, in this work we focus on tech-
niques that address data availability and durability in distributed
storage systems such asHadoopDistributed File System (HDFS) [4],
Google File System (GFS) [5], andWindows Azure [6]. In these sys-
tems, the occurrence of failures requires the storage of more repli-
cas for each data block on more nodes, to guarantee that a useful
number of copies are always available. To improve the tolerance of
such systems when data are lost due to a node fault, many repli-
cation schemes have been introduced. Taking inspiration from the
one presented in [7] we propose a new idea in order to achieve
the best trade-off among data persistence and overall storage load
distribution to avoid non-optimal resources utilization. We imple-
ment a simulator able to evaluate this approach and efficiently de-
termine the system parameter settings. We propose a framework
that allows tuning the system configuration to achieve the best
data availability.

The paper is organized as follows: Section 2 discusses related
works; in Section 3 we provide a brief background on replication
and erasure coding techniques to improve the fault tolerance of the
system and describe the proposed model; in Section 4 we describe
the ad hoc simulator. Results are then presented in Section 5,
followed by conclusions.

2. Related works

For a general introduction to performance and dependability
modeling of big computing infrastructures the reader can refer to
Castiglione et al. [8], Barbierato et al. [9], Castiglione et al. [10],
Cerotti et al. [11], Xu et al. [12], Yan et al. [13], Barbierato et al. [14],
that specifically deal with storage problems; for an introduction

to the problem of information dependability in distributed storage
systems, we suggest Distefano and Puliafito [15].

More specific references have been very useful for this work.
The impact of replica placement in distributed systems is analyzed
in [16]. In [7] a highly distributed backup storage system is an-
alyzed, based on nano datacenters to save costs, and the recon-
struction process of multiple lost chunks is analytically modeled
with its correlations, providing a good reference for a characteri-
zation in terms of distributions. The main issue is transferring the
lost copies on the remaining nodes according to different policies
(random, less load and power of choice), and by tuning thewindow
size that determines which neighbors can be selected to minimize
the data loss rate. In our work we aim to improve the reliability
of the system by grouping blocks in groups composed of different
entities, each stored in a different node. For each group, a num-
ber of redundancy blocks are created, the redundant information
is stored using network coding techniques.

A first quantitative comparison between erasure coding and
replication in self-repairing and fault resilient distributed storage
systems can be found in [17]. The solution has been explored
in peer to peer systems: in [18] a family of erasure codes with
a very low overhead factor is applied to distributed storage to
show the appropriateness of this approach; in [19] the problem
of lost data blocks reconstruction in distributed storage systems
is studied in peer to peer architectures, providing an interesting
characterization in terms of empirical distributions obtained by
means of event based simulations; a further application is in [20];
an analysis of the combined application of redundancy and erasure
coding in DHT is given in [21]; in another analysis [22] the authors
evaluate the performances of DHT by an analytical approach based
on traces of 3 different applications, and conclude that results are
actually confirming the expected advantages, but cost an excess
of complexity in the design of the overall system because of the
implementation of erasure coding.

More recently, the same solution has been considered for
application in Big Data applications: in [23] an application of
erasure codes to distributed file system is presented, providing
an analytical upper bound of the average service delay due to the
network and the needed computations: the paper specially points
out the role of the factors that generate latency as a consequence
of erasure coding, and their optimal management; in [24] another
family of erasure codes is proved to be applicable to Big Data
systems.

The work presented in [25] is the most similar proposal to
the solution analyzed in this paper. The authors propose a two-
phase technique, namely Replicated Erasure Codes, that combines
the storage space efficiency of erasure codes and the repair traffic
efficiency of replication. The work is supported by an analytical
evaluation of its basic characteristics, which are studied in a range
of situations by means of a model, based on some simplification
assumptions, and a simulation based on a peer to peer node
availability trace. With respect to Friedman et al. [25], this paper
is more focused to analyze the impact of node failures rather than
chunk or file failures, and to provide an optimal selection strategy
for the allocation of redundancy and coding data. Consequently,
the repair mechanism privileges a reactive approach, considering
that bandwidth is a secondary problem in data centerswith respect
to data integrity and optimal storage management, specially when
the target is Big Data. Moreover, our analysis is based on a
simulation that focuses on situations that are more likely to arise
in real data centers, and also includes transients.

3. The storage model

The simplest replication strategy corresponds to storing several
different copies of the same data chunk, allowing a system to be
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